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INFORMATICS, COMPUTER TECHNOLOGY AND MANAGEMENT
The features and capabilities of remote sensing of earth covers by means of signals of navigation satellites are presented. The methods of reflectometry of the surfaces of earth covers and radioscopy of forest canopy are described. The options for using the signals of GLONASS, GPS systems are considered. Test measurements of interference diagrams were carried out on 5 test platforms from heterogeneous soil surfaces: salt marshes and asphalt; water surfaces of saline and freshwater bodies in summer, including ice cover of small thickness in the period of autumn freeze-up. The method of radioscopy helped obtain the data on the spatial and temporal characteristics of attenuated signals of the GLONASS and GPS satellites in the pine forest. Estimates of the linear attenuation coefficients of the signals passing through a forest canopy with a coordinate reference were made. The results obtained are the basis for the development of methods and technologies for continuous monitoring of the characteristics and state of earth covers by means of signals of navigation satellites for solving a wide range of applied tasks.
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Представлены особенности и возможности дистанционного зондирования земных покровов с помощью сигналов навигационных спутников. Описаны методы рефлектометрии поверхностей земных покровов и радиопросвечивания лесного полога. Рассмотрены варианты использования сигналов систем GLONASS, GPS. Проведены тестовые измерения интерференционных диаграмм на 5 тестовых площадках от гетерогенных поверхностей: соленых и асфальт, водные поверхности соленых и пресных водоемов в летний период, включая ледовое покрытие малой толщины в период осеннего ледостава. Методом радиопросвечивания получены данные о пространственно-временных характеристиках ослабленных сигналов спутников ГЛОНАСС и GPS в сосновом лесу. Оценены коэффициенты погонного ослабления проходящих через лесной полог сигналов с координатной привязкой. Полученные результаты являются основой развития методов и технологий непрерывного мониторинга характеристик и состояния земных покровов с использованием сигналов навигационных спутников для решения широкого спектра прикладных задач.

Ключевые слова: сигналы навигационных спутников, ослабление и отражение, дистанционное зондирование Земли, земные покровы.
**Introduction.** Signals of the global navigation satellite systems (GNSS) are hi-tech and allow in a continuous wave mode to recover electrophysical parameters of environments which they interact with during propagation, along with coordinate measurements, almost in a real time. The GNSS have a significant resource for monitoring earth covers – the coherent and polarized pulse radio signals of multifrequencies passing the near-earth space of the ionosphere and atmosphere reflected and scattered by the surface of earth covers. The radiometry of changes of the signal characteristics transformed by environments allows recovering these environments’ electrophysical characteristics significant for practice. They are coefficients of reflection from the boundary line of earth surfaces, phase delays and transmission coefficients of volume environments – ionosphere, atmosphere, vegetation, snow and ice covers [1–3].

Actually navigation satellite systems allow implementing the global radiometer at operating frequencies of the functioning and completely deployed GPS and GLONASS groupings. The periods of revolution of the GLONASS and GPS satellites make up to 11 h 16 min. and 11 h 57 min. accordingly. The receiving equipment registers about 10 scanning series of the signals transformed by the studied object within one hour. The frequency of registered changes of the parameters is 1 Hz [4]. The recovery of temporary changes of environment characteristics of earth covers is theoretically possible in time intervals with discreteness of 1 second. Space localization of these changes is limited by the accuracy of coordinate measurements of the functioning navigation systems.

The specifics of interaction of GNSS signals with the objects of sounding is defined by the parameters of probing radiation and electrophysical characteristics of earth covers. This fact requires the development of both special receivers and methods of processing of experimental data, and models of interaction of a pulse coherent radio emission with various environments of earth covers.

**GNSS – reflectometry.** The method works as a bistatic radar device: a system where a transmitter and a receiver are spaced-apart by a considerable distance. This definition can be expanded to a system where one receiver can monitor simultaneously the diversity of bistatically scattered signals from a set of different transmitting sources. The scheme of formation of an interferential signal is presented in fig. 1. The signals registered by the receiver from different devices with angular data of lateral angle $\varphi$ and elevation angle above the horizon $\theta$ create an interferential field in the receiving point:

$$E^2 = E_0^2 \left[1 + r^2 + 2r \cos \left(\frac{4\pi h \sin \theta}{\lambda}\right)\right],$$

where $h$ is the height of the antenna; $\theta$ is an arrival angle of the electromagnetic wave coming from the navigation satellite; $r$ is a reflection coefficient (for linear and circular polarization).

The interferential field in the receiving point is created by forward signals from the navigation satellite transmitter and reflected from soil, water and snow-and-ice surfaces.

The information on a variation of characteristics of GNSS forward signals on the channel of the transmitter and receiver in an empty space, depending on the time, angle of altitude and azimuth is necessary for processing the primary data about scattered and reflected signals by the earth surface. The changes in the state of GNSS signals polarization and amplitude which occur during the interaction with environments surface and volume as well as considering the variations of forward signals characteristics allow to recover correctly effective values of a number of parameters, significant for monitoring. They are reflection coefficients of earth surfaces to determine the thickness and terrain of snow and ice covers, humidity of soil and grassland vegetation [2; 5–12].

**Test measurements and platforms.** A series of test measurements of the interferential diagrams (IDs) is carried out for earth covers: soils, saline and freshwater bodies, ice. There is a platform (“an antenna field”) on the territory of the hospital of Krasnoyarsk Scientific Center (KSC) where the surface of the soil is with small variations of a terrain and sites with essential distinctions in composition and reflective characteristics of navigation satellites signals within the range of L1, fig. 2.

The scene of carrying out the measurements is presented in fig. 2, a. The use of GLONASS satellites demonstrated on the polar diagram of fig. 2, $b$ would allow receiving IDs of the area of effective scanning with various sites: the soil with grassland vegetation, the soil covered with asphalt and the compacted motor road ground.

The test registration of IDs was carried out on this platform for the purpose of identification of selective opportunities of the GNSS-scatterometry method in diagnostics of characteristics of surface soil and vegetation state. The receiving dipolar antenna focused vertically was located at a distance of 6 meters from the asphalt platform and a traffic-compacted motor road. The elevation of the antenna phase center was 4.2 m. The coordinates of the receiving antenna were 54°29'36.1" N, 90°08'29.8" E, the absolute altitude (the Baltic Sea level altitude) was 398 m. The registration was carried out by MRK-32 receiver. The session duration was 2 h. 23 min. Moderate rain was registered within 20 minutes at the closing stage.

The IDs, created by GLONASS navigation satellites 9, 10 and 11 are presented in fig. 3. These IDs contain the characteristic sites connected with reflection from the horizontal asphalt platform, the traffic-compacted road and a natural soil with grassland vegetation. The rehabilitation of the soil humidity and its characteristics are possible on the basis of specialized dielectric models.

Amplitude characteristics are registered on IDs with a frequency of 1 Hz and are followed by the record of angular coordinates of the navigation satellite. These data allow determining coordinates of the platform which reflects a signal and local reflective characteristics of the soil surface. The values of reflection coefficients are connected with granulometric and mineral composition of the soil, humidity and existence of vegetation.

There was held a registration session of IDs of salt Lake Shirya surface and waterside soil. The antenna was located on the shore in the vicinity of the water surface. The lakeshore has a flat terrain with a grade of about 10°,
with rare grassland and shrub vegetation. The soil type is saline. The registration scene of IDs and the polar diagram of satellites trajectories of sequential scanning of water and soil surface are presented in fig. 4.

The dipolar antenna focused vertically was used. It was located at the distance of 3.2 meters from the border of the water surface. The elevation of the antenna phase center was 4.5 m from water level. The coordinates of the receiving antenna were 54°30'22.9" N, 90°08'55.9" E, the absolute altitude was 338 m. The registration was carried out by MRK-32 receiver. The session duration was 3 h. 10 min. Fig. 5 presents IDs containing characteristic sites connected with the reflection from the surface of water and waterside soil.

Fig. 1. The scheme of formation of the interferential signal at the receiving antenna

Рис. 1. Схема формирования интерференционного сигнала на приемной антенне

Fig. 2. Experimental platform of “antenna field”:

\( a \) – is an Interferential diagrams (ID) measuring scene on the test platform of the soil of the KSC hospital; \( b \) – is a polar diagram of the angular coordinates of effective scanning satellites of the “antenna field” test platform

Рис. 2. Экспериментальная площадка «антенное поле»:

\( a \) – сцена измерений интерференционной диаграммы (ИД) на тестовой площадке почвы стационара ФИЦ КНЦ; \( b \) – полярная диаграмма угловых координат спутников эффективного сканирования тестовой площадки «антенное поле»
Fig. 3. ID of the test soil platform, soil sites:
GLONASS 9 – mostly horizontal asphalt platform; GLONASS 10 – mostly grassy soil with a rough terrain;
GLONASS 11 – equivalent parts of the road and soil with a rough terrain

Рис. 3. ИД тестовой площадки почвы, участки почвы:
ГЛОНАСС 9 – преимущественно горизонтальная асфальтовая площадка; ГЛОНАСС 10 – преимущественно травянистая почва
с шероховатым рельефом; ГЛОНАСС 11 – эквивалентные части дороги и почвы с шероховатым рельефом

Fig. 4. Test platform “Lake Shira”:
\( a \) – is a registration scene of IDs on the shore of salt Lake Shira; \( b \) – is a polar diagram of the angular coordinates
of GLONASS satellites of the test platform of “Lake Shira”

Рис. 4. Тестовая площадка «оз. Шира»:
\( a \) – сцена регистрации ИД на берегу соленого озера Шира; \( b \) – полярная диаграмма угловых координат
спутников ГЛОНАСС тестовой площадки «оз. Шира»
The nature of spatiotemporal dependence of IDs is caused by significant difference of reflection coefficients and the terrain of the surficial reflecting water and soil layer.

The registration session of a surface of a fresh lake in the vicinity of Krasnoyarsk was held. The dipolar antenna focused vertically was located at the distance of 7 meters from the border of the water surface. The elevation of the antenna phase center was 4.4 m from water level. The coordinates of the receiving antenna were \(56^\circ 03'49.9''\) N, \(92^\circ 43'46.0''\) E, the absolute altitude was 170 m. The registration was carried out by MRK-32 receiver. The session duration was 3 h. 13 min. The registration scene of IDs and the polar diagram of satellites trajectories of sequential scanning of water and soil surface are presented in fig. 6, 7.

The nature of spatiotemporal dependence of IDs is caused by significant difference of reflection coefficients and the terrain of the surficial reflecting water and soil layer. Unlike the registration session on Lake Shira, the waterside of the fresh lake had flatter terrain and a layer of grassland and shrub vegetation.

There was held a registration session of an ice surface on the fresh lake in the vicinity of Krasnoyarsk with ice 4 cm thick. The registration scene and the polar diagram of angular coordinates of navigation satellites with the trajectories of effective scanning are presented in fig. 8.

The dipolar antenna focused vertically was located at the distance of 9 meters from the border of the water surface. The elevation of the antenna phase center was 4.4 m from water level. The coordinates of the receiving antenna were \(56^\circ 03'50.0''\) N, \(92^\circ 43'45.9''\) E, the absolute altitude was 170 m. The registration was carried out by MRK-32 receiver. The session duration was 2 h. 55 min.

Real part of complex dielectric capacity of fresh water at frequencies of 1–2 GHz and temperatures near zero is about 80, the one of ice is about 3. The presence of an ice layer essentially reduces the reflection coefficient of navigation satellites radio signals from the border of air-ice and additionally results in the interferential effect of a multilayer structure of the borders of air-ice and ice-water [12]. The IDs, created by GLONASS navigation satellites 18, 24 and GPS navigation satellite 21 are presented in fig. 9.
Fig. 6. Sequential scanning of water and soil surfaces:

a – is the registration scene of IDs on the shore of a freshwater lake in the vicinity of Krasnoyarsk;
b – is a polar diagram of the angular coordinates of GLONASS satellites of the test platform on the shore of a freshwater lake in the vicinity of Krasnoyarsk.

Рис. 6. Последовательное сканирование водной и почвенной поверхностей:
a – сцена регистрации ИД на берегу пресного озера в окрестности г. Красноярска; 
b – полярная диаграмма угловых координат спутников ГЛОНАСС тестовой площадки на берегу пресного озера в окрестности г. Красноярска.

Fig. 7. IDs of the test platform:
GLONASS 23 – shore site with natural soil; GPS 15 – mainly water surface; GPS 21 – shore and water surface.

Рис. 7. ИД тестовой площадки:
ГЛОНАСС 23 – участок берега с естественной почвой; GPS 15 – преимущественно водная поверхность; GPS 21 – берег и водная поверхность.
Fig. 8. Sequential scanning of ice and soil surfaces: 
a – is a registration scene of the IDs on the shore of the freshwater lake with ice cover; 
b – is a polar diagram of the angular coordinates of GLONASS and GPS satellites of the test platform on the shore of freshwater lake with ice cover

Рис. 8. Последовательное сканирование ледовой и почвенной поверхностей: 
a – сцена регистрации ИД на берегу пресного озера с ледовым покрытием; 
b – полярная диаграмма угловых координат спутников ГЛОНАСС и GPS тестовой площадки на берегу пресного озера с ледовым покрытием

Fig. 9. IDs of the test platform:
GLONASS 18 – the shore site covered with snow; GLONASS 24 – mainly ice; 
GPS 21 – the site of ice and shore covered with snow

Рис. 9. ИД тестовой площадки:
ГЛОНАСС 18 – участок берега, покрытый снегом; ГЛОНАСС 24 – преимущественно лёд; 
GPS 21 – участок льда и берега, покрытого снегом
Interferential effects of a multilayer structure of water-ice are shown the most contrasting in the experimental data given above. The boundary lines of water-ice and ice-air are geometrically almost ideal, dielectric capacity of both environments are known. Direct measurements of thickness of an ice cover are available. There is a real perspective for development of an operational method and tool for remote measurement of thickness of an ice cover and its uniformity during the period from a freeze-up till spring destruction.

Radioscopy of the forest. There are many factors influencing radiowave propagation in a forest cover, they are caused by structural features of a forest crop and separate trees, a variety and seasonal changes of their electrophysical characteristics depending on the frequency range of radio waves [13–18]. The main reasons of characteristics changes of an electromagnetic field of GNSS signals in a reception point are:

1. Processes of attenuation due to losses of energy in stems, branches, needles and leaves;
2. Processes of diffraction on structure elements of trees that results in fluctuations of a radio signal amplitude and phase, change of its spectrum during wind loads on trees;
3. The resultant electromagnetic field in a reception point that represents an interferential field which constituents are:
   - field components disseminated after diffraction;
   - arising additional (for example, orthogonal) components of an electromagnetic field resulting in cross-polarization of the received signal;
   - field reflection from the geological substrate of the forest resulting in additional fluctuations of a radio signal;
   - change of forest density with seasonal changes resulting in change of a specific attenuation coefficient;
   - change of forest humidity with the change of weather conditions;
   - change of position of tree elements depending on a wind load resulting in field fluctuations;

Forests in terms of distribution and reflection of radio waves are heterogeneous environments which have electrodynamic parameters depending on the factors given above.

Currently, there is no uniform classification of forests. Different countries of the world classify forests by different characteristics.

There are some variants of the forests classification by geographic location (southeast, northwest forests), climate (tropical, subtropical, continental), type of prevailing vegetation (coniferous, broad-leaved, mixed), land configuration. Other forest classifications use the combination of morphological and seasonal characteristics (e.g. the evergreen coniferous or broad-leaved deciduous forests).

Depending on growth conditions (in open terrain or in forests), trees have the following features:
- trees, growing in open terrain, have branches practically all over the trunk, forming their crowns extended along the whole trunk height, with a different-scale set of structural elements: trunks, branches, needles, leaves;
- trees growing in forests, as a rule, have vertical direct trunks, their crowns have fewer branches which are placed closer to the top, in comparison with trees growing in open terrain [13].

Electrophysical characteristics of forests have a significant variable parameter – humidity. The amount of water in the wood of a growing tree varies from 30 to 100 % and is the indicator of a tree physiological state. A significant amount of atmospheric moisture in the forest area is held by tree crowns.

The general dielectric model of forests of different types and ages is a heterogeneous layered environment. The layer of trunks and the layer of crowns contain various elements: trunks, branches, needles, leaves. The layer of trunks as a set of vertically oriented trunks has a vertical extent equal approximately to the average height of a tree of the selected platform of a forest crop. The crown layer extent is determined from the tree top to the lower layer of alive branches. As a rule, both layers intercross, forming a structurally mixed environment.

The particularity of GNSS signals is a limited frequency range which wave lengths of radiation are comparable to the characteristic sizes of trunks and parts of branches, but much more than the sizes of needles and leaves. The two-layer dielectric model of the forest area allows calculating an effective dielectric capacity (EDC) separately for the layer of crowns and the layer of trunks. Wood substance of trunks and branches has anisotropic dielectric capacity [19]. Considering the anisotropy of the dielectric capacity of wood substance gives opportunity to structure a forest canopy on statistically isotropic layer of crowns and an anisotropic layer of trunks.

Spatiotemporal coordinates of navigation satellites position in combination with coordinates of location of the antenna and the border of the forest area allow determining precisely the trajectory of the signal trace through a forest canopy and the movements of the scattering volume of a forest canopy. This circumstance makes it possible to determine the coefficient of a linear attenuation with a coordinate referencing and to recover EDC connected with the biomass and humidity of a forest crop.

The antenna location was chosen near the forest border with a field of grassland vegetation with coordinates 55°59'27.7" N, 92°45'42.6" E. The standard antenna of the MRK-32 equipment was used. The elevation of the antenna over the soil level was 2.8 m. The axis of the antenna directional pattern was set up vertically. The antenna was located at the distance of ~ 1 m from forest crop border. The duration of continuous registration was 3 hours.

The scene and the scheme of measurements are presented in fig. 10.

The site of pine plantings of the forest belt is located near the Institute of physics, Siberian Branch of the Russian Academy of Science. The age of plantings is about 60 years old. Its category is a dense forest. The average values of tree parameters are: height of trees is 22 m, extent of crowns is 6 m, diameter is 0.26 m, distance between trees is 3.5 m. The trees are planted in lines, distance between lines is 3–4 m, the trees are not arranged inside a line, distances variance is from 1 to 10 m. Vertical extent of crowns inside the forest area is within 25 % of a tree height. There is no shrub layer. The direction azimuth of lines and borders of the forest belt is 47°.
The spatiotemporal dependences of the amplitude of the GNSS signals on time are given in fig. 11. The signal which passed through a forest canopy (wood) is drawn in red colour, the signal which passed through an empty space is drawn in black colour.

The change of signal amplitude differs considerably on signal traces through a forest and an empty space. The characteristic “grass” of the amplitude in an empty space is connected with the generator and receiver noise as well as with fluctuations of dielectric capacity of atmosphere and ionosphere.

When entering a forest canopy the signal attenuates on large-scale heterogeneity (tree trunks, large volumes of snow on branches, difference of their distribution in space) and is partially absorbed by small-scale elements of trees (thin branches, needles, leaves).

Fig. 10. Scene and scheme of measurements:
\(a\) – is a scene of radioscopy of the forest; \(b\) – is a scheme of radioscopy of the forest with the antenna location near the forest crop border

Fig. 11. The dependence of the amplitude of the GNSS signals on time.
1–8 are points of calculation of the coefficient of linear attenuation (table)

Рис. 10. Сцена и схема измерений:
\(a\) – сцена радиопросвечивания леса; \(b\) – схема радиопросвечивания леса с расположением антенны у границы древостоя

Рис. 11. Зависимости амплитуды сигналов ГНСС от времени.
1–8 точки расчета коэффициента погонного ослабления (см. таблицу)
Spatiotemporal coordinates of navigation satellites position in combination with coordinates of location of the antenna and the border of the forest area allow determining precisely the trajectory of the signal trace through a forest canopy and the movements of the scattering volume of a forest canopy. This circumstance makes it possible to receive electrophysical characteristics of the forest and to recover humidity and biomass of a forest canopy with a coordinate referencing. Length of the trace (L) which the signal passed in the forest is calculated by the formula:

\[ L = \left( \frac{H - h}{R} \right) \cos(\alpha - \phi) \]  

where \( H \) is the average height of trees; \( h \) is the elevation of the antenna location; \( d \) is the distance from the antenna to the forest edge; \( \alpha \) is a satellite azimuth; \( \phi \) is a satellite elevation angle.

We approximate the signal which passed through an empty space taking into account the shape of the total curve received earlier for each satellite in the database of forward signals characteristics of the GLONASS and GPS groupings [8; 9]. Further, taking into account the position of the amplitude maximum at the elevation angle maximum value, we extrapolate the function for amplitude dependence of a forward signal from time by the time of a signal transmission through the forest. We determine signal amplitudes and corresponding to them traces lengths in the forest, we calculate coefficient values of linear attenuation \( \gamma \) for the selected points (frames) in fig. 11:

\[ \gamma = -\frac{10 \log_{10} \left( \frac{P}{P_0} \right)}{L}, \]

where \( P \) is the amplitude of a signal which passed through the forest; \( P_0 \) is the signal amplitude of an empty space. The results of calculation of linear attenuation coefficient for points 1–8 are given in table.

Variations of attenuation coefficients values are connected with spatial heterogeneity of distribution of trees elements throughout the forest canopy. It is possible to form a speckle pattern of a radio field of GNSS coherent signals scattered by the forest.

**Conclusion.** There were carried out test measurements of inferential diagrams from heterogeneous soil surfaces (salt marshes, asphalt), water surfaces of saline and freshwater bodies in summer period as well as at temperatures of an autumn freeze-up, including an ice covering of small thickness (4 cm).

The method of determination of local coefficient of linear attenuation of navigation satellites signals in a forest canopy was developed and approved along with the method of radioscopy of a forest area. The calibration variant was used according to a continuous consecutive writing of forward and analytical signals. Measurements of the linear attenuation coefficients of navigation satellites signals were made in the pinetum forest crop.

The received results are the basis for development of methods and technologies of continuous monitoring of earth covers characteristics and condition with the help of navigation satellites signals to solve a wide range of applied tasks.
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<table>
<thead>
<tr>
<th>Point number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth (α) (degrees)</td>
<td>307.98</td>
<td>302.74</td>
<td>293.1</td>
<td>278.74</td>
<td>237.80</td>
<td>243.76</td>
<td>313.97</td>
<td></td>
</tr>
<tr>
<td>Angle of altitude (φ) (degrees)</td>
<td>59.06</td>
<td>64.69</td>
<td>69.78</td>
<td>73.24</td>
<td>66.69</td>
<td>72.75</td>
<td>76.11</td>
<td>84.75</td>
</tr>
<tr>
<td>L, m</td>
<td>19.47</td>
<td>17.64</td>
<td>15.73</td>
<td>13.44</td>
<td>20.54</td>
<td>11.13</td>
<td>12.58</td>
<td>13.83</td>
</tr>
<tr>
<td>−γ, dB/m</td>
<td>0.007</td>
<td>0.533</td>
<td>0.085</td>
<td>0.008</td>
<td>0.006</td>
<td>0.391</td>
<td>0.122</td>
<td>0.004</td>
</tr>
</tbody>
</table>
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As it is known, block symmetric encryption algorithms are widely used to ensure information confidentiality. The resistance of encryption algorithms to the most common types of cryptanalysis is determined the quality of the blocks of substitutions.

In the present work, the development of a methodology for constructing substitution blocks is being continued. As it is known, block symmetric encryption algorithms are widely used to ensure information confidentiality. The resistance of encryption algorithms to the most common types of cryptanalysis is determined the quality of the blocks of substitutions.

In the first approach, Boolean functions with given cryptographic properties are used as component functions of substitution blocks. Previously, one of the authors proposed a reasonable methodology for the phased selection of Boolean functions for construction block.

In this paper, in addition to such cryptographic properties of Boolean functions, such as: balance, possessing a strict avalanche effect, possessing correlation immunity, for the first time the nonlinearity distances of the first and second orders of Boolean functions are considered simultaneously.

A study of the full set of Boolean functions of four variables was conducted. The result of it is the optimal set of Boolean functions for building substitution blocks when encrypted with the GOST 28147-89 algorithm.

In the second approach, the substitution block are determined by an irreducible polynomial over the Galois field, such a scheme, used in the Rijndael encryption algorithm, is considered to be strong.

The growth of calculating power of the computer necessitates an increase of the cryptographic strength of encryption algorithms.

The authors have proposed substitution blocks for each round of the Rijndael scheme, based on different irreducible polynomials. A study of compositions representing a different combination of specially selected irreducible polynomials for ten rounds was carried out and the optimal set of polynomials with the best values of the encryption quality indicators by the Rijndael scheme was obtained.

Keywords: replacement blocks, GOST, Rijndael, boolean function, block encryption algorithms, cryptographic stability.
**Introduction.** As it is known, block symmetric encryption algorithms are widely used to ensure confidentiality. The growth of computer processing power and the development of cryptanalysis methods require increasing the cryptographic stability of existing encryption algorithms. Cryptographers and practitioners are conducting work in this direction. The stability of the encryption algorithm to the most common types of cryptanalysis is determined by the quality of the replacement block, the substitution block. At present, it is already generally accepted that the quality of replacement units is characterized by the values of nonlinearity and avalanche effect [1; 2].

There are two main approaches to the construction of replacement tables. Thus, in [3], a reasonable method was proposed for the step-by-step selection of Boolean functions that are components of the replacement block, which takes into account not only the nonlinearity of each of the functions making up the block, but also the nonlinearity of all possible nontrivial linear combinations. It is also noted that it is possible to simultaneously solve the problem of increasing stability, both to linear and differential cryptanalysis methods, if both nonlinearity and dynamic distance are used as selection criteria [4–6]. The methodology of step-by-step selection was programmatically implemented in relation to the algorithm of GOST 28147–89, currently considered to be very stable, in [1].

The most typical example of the second approach is also the Rijndael algorithm [7], which is considered to be stable, in which the replacement block is completely determined by an irreducible polynomial over the Galois field. In Rijndael the construction of Nyberg is used [8], which is a reflection in the form of multiplicatively inverse elements of the Galois field $GF(2^4)$:

\[
y = x^{-1} \mod [f(x), p], \quad y, x \in GF(2^4),
\]

in combination with affine transformation:

\[
b = A \cdot y + a, \quad a, b \in GF(2^4),
\]

where $f(z) = z^8 + z^4 + z^3 + z + 1$ – irreducible over the field $GF(2^8)$ polynomial; $A$ – non-degenerate affine transformation matrix; $a$ – shift vector; $p = 2$ – characteristic of the extended Galois field, $0^{-1} = 0$ – by definition; $a, b, x, y$ – elements of the extended Galois field $GF(2^4)$, which are considered as decimal numbers, or binary vectors, or polynomials of degree $k = 1$.

Among the quality indicators of S-units, the following are most often distinguished [2]:

- maximum of the modules of the matrix elements of the correlation coefficients of the input and output bits;
- the number of zeros in the matrix of correlation coefficients;
- nonlinearity, understood as the distance to the set of affine functions;
- algebraic degree of nonlinearity.

It is noted that the S-blocks of the Nyberg construction have many practically valuable cryptographic properties, such as high nonlinearity distance, homogeneous minimization of correlation coefficients, and relative simplicity of technical implementation both using the tabular method and using Galois field operations.

In the present work, research is continued in these two directions.

**The study of the set of Boolean functions of four variables.** The study of the full set of Boolean functions of four variables was carried out. In addition to cryptographic properties of Boolean functions, such as: balance, possessing a strict avalanche effect, possessing correlation immunity, for the first time the nonlinearity distances of the first and second orders of Boolean functions are simultaneously considered.

Nonlinearity of $r$- order $nl_r(f)$ of Boolean function $f$ over $F_2^n$ is called $\min_{d(f, l)} \frac{\deg(l)}{\deg(f)}$. Nonlinearity $nl_r(f)$ of Boolean function $f$ is called the distance between $f$ and a set of affine functions. Nonlinearity $nl_r(f)$ of Boolean function $f$ is called the distance between $f$ and a set of quadratic functions.

For example, a Boolean function of four variables with the following truth table:
$f = [000101001001101]$, its nonlinearity of the first order is 3 and the nonlinearity of the second order is 1.

The result of the study of the nonlinearity of the first and second orders Boolean functions of four variables is presented in tab. 1.

**Nonlinearity of the first and second orders of Boolean functions**

<table>
<thead>
<tr>
<th>Nonlinearity distance</th>
<th>Class scopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 order 2 order</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1

So, there are a total of 22 linear first-order Boolean functions and 200 second-order linear Boolean functions with these characteristics. Boolean functions with a first order nonlinearity distance equal to 0 will not be considered further, since the replacement blocks obtained from them are unstable to linear cryptanalysis [9].

The remaining 200 Boolean functions are linear functions of the second order, they are not enough to study the nonlinearity of higher orders. Therefore, Boolean functions not linear of the first and second orders were found, and the maximum value of the correlation coefficient of the replacement block when using these functions at absolute value was minimal.

The correlation properties of the substitution units were analyzed; Boolean functions with the same nonlinearity properties of the first and second orders were used as component functions. The results of the study are shown in tab. 2, which reflects the maximum correlation coefficient of the replacement unit in absolute value when using certain Boolean functions and the number of such functions.

Boolean functions with a first order nonlinearity distance equal to 1, 3, 5, and 6 are not balanced Boolean functions because they cannot be used as component functions of the replacement blocks of the encryption algorithm. Bijective replacement units with a maximum correlation coefficient of 0.25 were worked out, using Boolean functions with the following properties:

- the first order nonlinearity distance is 4;
- the second-order nonlinearity distance is 2;
- balance;
- have a strict avalanche effect.

Bijective replacement blocks with a maximum correlation coefficient of 0.25 were constructed, using Boolean functions with the following properties:

- the first-order nonlinearity distance is 2;
- the second-order nonlinearity distance is 2;
- balance.

Table 2

<table>
<thead>
<tr>
<th>Nonlinearity distance</th>
<th>The maximum modulus of the correlation coefficient of a bijective replacement block</th>
<th>Class volumes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 order 2 order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>1</td>
<td>Doesn’t exist</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>1408</td>
</tr>
<tr>
<td>3</td>
<td>Doesn’t exist</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>304</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>5280</td>
</tr>
<tr>
<td>5</td>
<td>Doesn’t exist</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Doesn’t exist</td>
<td>0</td>
</tr>
</tbody>
</table>

These Boolean functions do not satisfy the strict avalanche criterion; therefore, replacement blocks obtained from such Boolean functions are less resistant to the differential cryptanalysis method.

We distinguish two sets of Boolean functions that are most suitable to construct blocks of replacement.

For testing, the AES encryption algorithm was chosen and the following tests were used: series distribution, autocorrelation function, D. Knuth’s correlation test:

- the first order nonlinearity distance is 4;
- the second-order nonlinearity distance is 2;
- balance;
- have a strict avalanche effect.

The power of the received set is 5280. The functions of this set can be recommended for use as a component of replacement blocks for the algorithms of GOST 28147-89, AES and (with minor and obvious changes) of similar algorithms.

The set of boolean functions used to build the replacement block is shown below. The test results presented in fig. 1–3, indicate the quality of the constructed replacement unit.

$F = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0];$
$F = [0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 1];$
$F = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0];$
$F = [1, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0, 0].$
Fig. 1. Autocorrelation function

Рис. 1. Автокорреляционная функция

Fig. 2. Schedule distribution of series-triples

Рис. 2. График распределения серий троек

Fig. 3. The result of D. Knut's correlation test

Рис. 3. Результат проверки корреляции Д. Кнута
Selection of optimal irreducible polynomials for the implementation of the AES algorithm. One of the techniques for enhancing the durability of the AES algorithm is the construction of replacement blocks based not on one selected irreducible polynomial for all rounds, but on various irreducible polynomials chosen for each round. However, due to unacceptable computational complexity (10^{10} combinations), first it was decided to conduct a study of compositions, which are a different combination of five specially selected irreducible polynomials in ten rounds.

In works [10; 11], nonlinear transformations of the Nyberg construction were studied in detail on the basis of all isomorphic and automorphic representations of the fields. All irreducible polynomials over the fields are presented, and the values of the quality indicators determined by these S-blocks polynomials are calculated. The possibility of choosing one of the many irreducible polynomials is of practical importance.

After the publication of papers [5; 6; 10], it became possible to combine the advantages of the GOST and Rijndael approaches.

In article [11] the use of irreducible polynomial compositions is analyzed. The composition in this case is the alternation of two irreducible polynomials. Irreducible polynomials, with the most remarkable cryptographic characteristics, were taken from this article. Encryption was carried out using each of the polynomials on 20 texts (the same polynomial was used in each round).

As a result, cryptographic characteristics were obtained and a comparative analysis of indicators for each irreducible polynomial was carried out (tab. 3, 4). Polynomials are represented by their decimal equivalents, and filled cells show the most remarkable indicators for each irreducible polynomial.

As a result, irreducible polynomials were selected – 283, 319, 333, 355, 357, since they have minimum values of the maximum modulus of the correlation coefficients and the largest number of zero elements of the correlation matrix.

Then an encryption procedure was carried out with all possible combinations of selected irreducible polynomials and five open texts.

Using the same encryption quality criteria, the maximum of the modules of the matrix coefficients correlation elements and the number of zeros of the elements of the correlation matrix, correlation matrices were constructed and a comparative analysis of indicators for each composition was performed. The selection of the best compositions of irreducible polynomials, surpassing the rest of the compositions in cryptographic characteristics, was done.

Table 3
The maximum modulus of the correlation coefficients

<table>
<thead>
<tr>
<th>№ text</th>
<th>Maximum of the modules of the correlation matrix elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Irreducible polynomials</td>
</tr>
<tr>
<td></td>
<td>283  285  299  301  313  319  333  351  355  357</td>
</tr>
<tr>
<td>1</td>
<td>0.75  0.75  0.625  0.625  0.625  0.5  0.5  0.625  0.5  0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.5   0.5   0.625  0.75   0.625  0.5  0.5  0.5  0.625  0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.5   0.875 0.625  0.5   0.625  0.5  0.5  0.5  0.75  0.625</td>
</tr>
<tr>
<td>4</td>
<td>0.5   0.5   0.5   0.5   0.625  0.5  0.625 0.625  0.75  0.5</td>
</tr>
<tr>
<td>5</td>
<td>0.625 0.625  0.625  0.75   0.5   0.75 0.625 0.625  0.625  0.625</td>
</tr>
<tr>
<td>6</td>
<td>0.75  0.75  0.625  0.625  0.625  0.5  0.5  0.5  0.625  0.5</td>
</tr>
<tr>
<td>7</td>
<td>0.5   0.625 0.75   0.625  0.625  0.75 0.625 0.625  0.5  0.625</td>
</tr>
<tr>
<td>8</td>
<td>0.625 0.625  0.5   0.5   0.5   0.625 0.625 0.75  0.625  0.5</td>
</tr>
<tr>
<td>9</td>
<td>0.5   0.625 0.625  0.5   0.625  0.625 0.625 0.5  0.625  0.5</td>
</tr>
<tr>
<td>10</td>
<td>0.5   0.625 0.625  0.625  0.625  0.625 0.625 0.75  0.75  0.75</td>
</tr>
<tr>
<td>11</td>
<td>0.5   0.625 0.625  0.625  0.625  0.625 0.625 0.625  0.625  0.625</td>
</tr>
<tr>
<td>12</td>
<td>0.75  0.5   0.625  0.625  0.625  0.625 0.625 0.5  0.5  0.625</td>
</tr>
<tr>
<td>13</td>
<td>0.5   0.5   0.75  0.625  0.625  0.75 0.625 0.625  0.5  0.5</td>
</tr>
<tr>
<td>14</td>
<td>0.625 0.625  0.625  0.625  0.625  0.5  0.625 0.625  0.625  0.5</td>
</tr>
<tr>
<td>15</td>
<td>0.625 0.625  0.625  0.625  0.625  0.625 0.875 0.75  0.625  0.625</td>
</tr>
<tr>
<td>16</td>
<td>0.625 0.625  0.625  0.5   0.625  0.625 0.625 0.625  0.625  0.625</td>
</tr>
<tr>
<td>17</td>
<td>0.5   0.625 0.625  0.625  0.625  0.75 0.625 0.625  0.5  0.625</td>
</tr>
<tr>
<td>18</td>
<td>0.625 0.75  0.625  0.625  0.625  0.625 0.5  0.75  0.5  0.625</td>
</tr>
<tr>
<td>19</td>
<td>0.625 0.625  0.625  0.5   0.5   0.5   0.5   0.625  0.375  0.5</td>
</tr>
<tr>
<td>20</td>
<td>0.625 0.625  0.625  0.625  0.5   0.75  0.5   0.5   0.5   0.5</td>
</tr>
</tbody>
</table>
The number of zeroes of the correlation matrix elements

<table>
<thead>
<tr>
<th>№ text</th>
<th>Irreducible polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>283</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>19</td>
<td>16</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

The composition here is a combination of five polynomials in ten rounds. For example, compositions 333, 283, 283, 319, 357, 283, 333, 355, 283, 333 (or 2001402302). Experiments have shown that the use of the listed irreducible polynomials in Rijndael encryption provides the best cryptographic strength indicators in comparison with others. Examples of the best and the worst compositions on two criteria are presented respectively in tab. 5, 6.

### Examples of the best compositions on the basis of two criteria

<table>
<thead>
<tr>
<th>Maximum correlation coefficient</th>
<th>Number of zeroes</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.375</td>
<td>36</td>
<td>3104034331</td>
</tr>
<tr>
<td>0.375</td>
<td>34</td>
<td>3313210233</td>
</tr>
<tr>
<td>0.375</td>
<td>34</td>
<td>4142344410</td>
</tr>
<tr>
<td>0.375</td>
<td>34</td>
<td>4303234230</td>
</tr>
<tr>
<td>0.375</td>
<td>33</td>
<td>4202203343</td>
</tr>
<tr>
<td>0.375</td>
<td>33</td>
<td>4324342340</td>
</tr>
<tr>
<td>0.375</td>
<td>32</td>
<td>333434303</td>
</tr>
<tr>
<td>0.375</td>
<td>32</td>
<td>2422044342</td>
</tr>
<tr>
<td>0.375</td>
<td>32</td>
<td>4443342101</td>
</tr>
<tr>
<td>0.25</td>
<td>30</td>
<td>3241333141</td>
</tr>
</tbody>
</table>

### Examples of the worst compositions on the basis of two criteria

<table>
<thead>
<tr>
<th>Maximum correlation coefficient</th>
<th>Number of zeroes</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.625</td>
<td>7</td>
<td>32000000003</td>
</tr>
<tr>
<td>0.75</td>
<td>9</td>
<td>32000000004</td>
</tr>
<tr>
<td>0.625</td>
<td>16</td>
<td>32000000140</td>
</tr>
<tr>
<td>0.875</td>
<td>11</td>
<td>32112010432</td>
</tr>
<tr>
<td>0.625</td>
<td>11</td>
<td>32112010433</td>
</tr>
<tr>
<td>0.75</td>
<td>12</td>
<td>32000000143</td>
</tr>
<tr>
<td>0.875</td>
<td>16</td>
<td>32000000222</td>
</tr>
<tr>
<td>0.625</td>
<td>13</td>
<td>32201110444</td>
</tr>
<tr>
<td>0.75</td>
<td>11</td>
<td>32201111000</td>
</tr>
<tr>
<td>0.875</td>
<td>14</td>
<td>3200001120</td>
</tr>
</tbody>
</table>

The data in the tab. 5 are not fully presented, since the output of all data would take several hundred pages, and their information content would tend to zero. The program, which is engaged in the calculation of the above data, can be found by clicking the following link [12].

The compositions presented in tab. 5, have high rates of cryptographic characteristics. The results of the study allow choosing the optimal set of polynomials with the best cryptographic properties, the combination of which...
gives a high rating of the quality of encryption according to the AES scheme, which increases the cryptographic strength of the AES algorithm.

The developed method allows selecting encryption options in such a way that it can compete not only with the standard AES encryption algorithm, but also with other modern block encryption algorithms.

**Conclusion.** The results of the study of two approaches showed a good quality of substitution units construction, which ensures the best cryptographic performance indicators, both for the Rijndael algorithm and for GOST. On the basis of the obtained results, it is necessary to further explore possible options of increasing the strength of block encryption algorithms. It is interesting to compare the obtained results with their ternary counterparts, see [13].
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A lot of sets of subjects and objects in biology, industry, management can be divided into a number of classes, each of which corresponds to a certain distribution component. When analyzing a mixture of distributions, it is necessary to estimate its parameters (task 1) and to assess the correspondence of empirical and theoretical distribution functions (task 2).

To solve the first problem, numerical algorithms that implement the method of moments and the maximum likelihood method are used. In this paper, the problem of estimating the distribution parameters is solved by minimizing the goodness measure by the Quasi-Newton method.

The second problem is solved by comparing the empirical and theoretical distribution functions by one or several statistical goodness measures. Statistics of the distribution of these measures depends on the sample size, the method of forming data and estimating distribution parameters. The paper examines the goodness measure between Frocini and omega-square (Kramer – Mises – Smirnov). The evaluation of the statistics of the goodness measure was carried out by the simulation method based on the results of 50000 statistical tests. In each of the tests, the distribution parameters were estimated by minimizing the calculated value of the corresponding goodness measure. The results of simulation modeling allow estimating the statistics of the parameters of a mixture of distributions.

The results of solving the considered problems for a mixture of two normal distributions of size 240 are presented.

Keywords: Frocini statistics, omega-square statistics, statistical tests, mixture of distributions.
Критерии согласия проводились методом имитационного моделирования по результатам 50000 статистических испытаний. В каждом из испытаний параметры распределения оценивались минимизацией расчетного значения соответствующего критерия согласия. Результаты имитационного моделирования позволяют оценить статистике параметров смеси распределений.

Представлены результаты решения рассмотренных задач для смеси двух нормальных распределений объемом 240.

Ключевые слова: статистика Фроцини, статистика омега-квадрат, статистические испытания, смесь распределений.

**Introduction.** One of the tasks of the initial processing of experimental observations is the choice of the distribution law, which adequately describes the random variable for the observed sample. A great number of sets of subjects and objects in biology, industry, management can be divided into a number of classes, each of which corresponds to a specific component of the distribution mix. In biological populations, it is possible to distinguish objects with average values of indicators, objects – indicators which are higher than average ("leaders") and objects – indicators that are lower than average ("outsiders") [1]. The dynamics of mass transfer processes of chemical technology depends on the size distribution of the raw materials, which is also determined by a mixture of distributions [2–4].

When analyzing a mixture of distributions, it is necessary to estimate its parameters (task 1) and to evaluate the compliance of empirical and theoretical distribution functions (task 2).

To solve the first problem, usually numerical algorithms are used that implement the method of moments [5] and the maximum likelihood method [6–8]. The peculiarity of this problem solution by the maximum likelihood method for a mixture of distributions is the presence of several local extrema. In this paper, the problem of estimating the distribution parameters is solved by minimizing the agreement criterion by Quasi-Newton methods in MathCad [9] and MATLAB [10] environments.

The second problem is solved by comparing the empirical and theoretical distribution functions by one or several statistical criteria of agreement [5; 11]. Statistics of the distribution of these criteria depends on the sample size, the method of forming data and estimating distribution parameters [12]. The paper examines the criteria of consent Frocini [13; 14]

\[ \text{Fr}(Xv, a) = \frac{1}{\sqrt{n}} \sum_{i} F(X_v, a) - \frac{i - 0.5}{n} \]

and omega square (Kramer – Mises – Smirnov) [15; 16]

\[ \text{KMC}(Xv, a) = \frac{1}{12n} \sum_{i} \left( F(X_v, a) - \frac{i - 0.5}{n} \right)^2, \]

where \( X_v \) – variational series of random variable \( X \); \( n \) – sample size; \( i \) – number of the element of the variation series; \( a \) – distribution parameters; \( F(X_v, a) \) – the value of the integral distribution function for the element of a variational series \( X_v \).

The probability density function for a mixture of distributions consisting of \( K \) components has the form:

\[ f(x, a, \mu) = \sum_{j=1}^{K} \mu_j f_j(x, a_j), \quad \sum_{j=1}^{K} \mu_j = 1, \]

where \( x \) – random value; \( a, \mu \) – distribution parameters; \( \mu_j \) – the proportion of the \( j \)-th component in the mixture.

For a mixture of normal distributions, the probability density of the \( j \)-th component is determined by the expression

\[ f_j(x, a_j) = \frac{1}{a_{j,0} \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{x - a_{j,0}}{a_{j,1}} \right)^2 \right), \]

where \( a_{j,0}, a_{j,1} \) – estimates of expected value and standard deviation.

The computer approach developed in the works of B. Yu. Lemeshko makes it possible to evaluate the statistics of the compliance criteria when testing various complex hypotheses [10; 16].

When conducting statistical tests, it is necessary to take into account the repetition period of the generated pseudo-random numbers. In the MathCad system, this period for a generator of normally distributed random variables is \( 784.4 \times 10^6 \) [17]. For sample size \( n = 1000 \), this allows to conduct \( 7 \times 10^5 \) statistical tests. At the level of significance \( \alpha \in [0.001; 0.999] \), the maximum error in estimating the statistics of the criteria under consideration does not exceed 0.0005 [14].

**Results of computational experiments.** The paper discusses the application of the Frocini criteria [18] and omega-square in estimating the distribution parameters for the analyzed sample by minimizing the calculated value of the corresponding criterion. In each computational experiment for evaluating the statistics of the compliance criteria, 50000 statistical tests were conducted.

In fig. 1 the experimental errors in determining the hydrodynamic quality of the whip beams with a limited buoyancy margin are shown [19] (sample size \( n = 240 \)), in fig. 2 distribution functions that approximate the empirical data with a mixture of two normal distributions are presented; in tab. 1, estimates of distribution parameters obtained by minimizing the Frocini criterion and omega-square are presented.

The maximum deviation between the integral functions of the mixture of distributions, the parameters of which are obtained by minimizing the Frocini criteria and the omega-square is 0.001 for \( x = -0.13 \), and between the probability density functions is 0.0078 for \( x = 0.10 \).
Рис. 1. Ошибки экспериментов при определении гидродинамического качества хлыстовых пучков с ограниченным запасом плавучести [19]

Рис. 2. Эмпирическая и теоретическая функции смеси нормальных распределений

Таблица 1

<table>
<thead>
<tr>
<th>Параметр (индекс)</th>
<th>Величина оптимального среднего приблизительного медианы</th>
<th>Верхний границы 95% доверительного интервала</th>
<th>Нижний границы 95% доверительного интервала</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₁₀</td>
<td>–0.574</td>
<td>–0.569</td>
<td>–0.672</td>
</tr>
<tr>
<td>a₁₁</td>
<td>0.0566</td>
<td>0.0588</td>
<td>0.0556</td>
</tr>
<tr>
<td>a₂₀</td>
<td>0.322</td>
<td>0.318</td>
<td>0.320</td>
</tr>
<tr>
<td>a₂₁</td>
<td>0.104</td>
<td>0.119</td>
<td>0.116</td>
</tr>
<tr>
<td>μ₁</td>
<td>0.361</td>
<td>0.367</td>
<td>0.366</td>
</tr>
</tbody>
</table>

*Оценки выполнены по критерию Фрочини; **рассчитано по критерию квадрата омеги.

*Calculations by Frocini criterion; **calculations based on the omega-square test.
The calculated and critical values of the Frocini and omega-square criteria for a mixture of 2 normal distributions with a sample size of \( n = 240 \) are presented in Table 2.

The visualization of the results of testing the hypothesis of compliance with the empirical distribution function with the mixture function of two normal distributions according to the Frocini and omega-square criteria is presented in Fig. 3.

The simulation modeling results allow to evaluate the statistics of the parameters of the distributions mixture. In Fig. 4–6 the results of the evaluation of the distribution of the parameters of the first and second components of the mixture, obtained from the results of statistical tests for the Frocini and omega-square agreement criteria, are presented.

**Conclusion.** The results of computational experiments allow to conclude about the effectiveness of obtaining estimates of distributions mixture parameters, minimizing the calculated values of the goodness measures. The use of different goodness measures allows improving the quality of the found estimates. The differences in the estimates of the parameters of the mixture of two normal distributions, obtained by minimizing the Frocini and omega-square criteria for experimental samples, did not exceed 1 %.

Evaluation of the distribution parameters in combination with the simulation method for evaluating the statistics of the goodness measure allows to test the complex hypothesis of consistency between the empirical and theoretical distribution functions. A related result of this task is an assessment of the statistics of the distribution parameters and confidence intervals of their change.

The choice of the minimum number of components of a distributions mixture is determined by the condition of accepting the hypothesis of compliance with the empirical and theoretical distribution functions.
Fig. 4. Estimates of the distribution functions of expected values and dispersions of the mixture components

Рис. 4. Оценки функций распределения математических ожиданий и дисперсий компонентов смеси

Fig. 5. Estimates of the distribution of the parameters of the first and second components of the mixture

Рис. 5. Оценки распределения параметров первой и второй компоненты смеси

Fig. 6. Estimates of the distribution of the mathematical expectation of the first and the second components and the proportion of the first component in the mixture

Рис. 6. Оценки распределения математических ожиданий первой и второй компоненты и доли первой компоненты смеси
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OPTIMIZING THE READABILITY OF TESTS GENERATED BY SYMBOLIC EXECUTION
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Taking up about half of the development time, testing remains the most common method of software quality control and its disadvantage can lead to financial losses. With a systematic approach, the test suite is considered to be complete if it provides a certain amount of code coverage. At the moment there are a large number of systematic test generators aimed at finding standard errors. Such tools generate a huge number of difficult-to-read tests that require human verification which is very expensive. The method presented in this paper allows improving the readability of tests that are automatically generated using symbolic execution, providing a qualitative reduction in the cost of verification. Experimental studies of the test generator, including this method as the final phase of the work, were conducted on 12 string functions from the Linux repository. The assessment of the readability of the lines contained in the optimized tests is comparable to the case of using words of a natural language, which has a positive effect on the process of verification of test results by humans.

Keywords: dynamic symbolic execution, natural language model, the problem of tests verification by humans.

Optimizing the readability of tests generated by symbolic execution


the time expenditures associated with testing several test automation techniques have been proposed.

One of the most popular approaches to the test automation is a code-based test generation [1; 2]. Some systematic code-based test generation techniques have been developed for the last few decades. Two of them are: Search-Based Software Testing (SBST) and Dynamic Symbolic Execution (DSE). Any systematic test generation method relies on some sort of a code coverage metric. Only test data with appropriate code coverage is considered to be adequate. In order to provide required code coverage a coverage criterion needs to be defined. The popular coverage criteria are: instruction-coverage and branch-coverage. Both DSE and SBST are aimed to provide systematic code coverage for a target program.

In order to generate test cases with SBST-based tool the goal of testing needs to be defined in terms of fitness (objective) function [3]. It is convenient to use a branch coverage criterion as a goal of testing when using SBST. SBST-based tools launch target programs on some random input data. The program alternates the input data in an iterative way optimizing the value of the fitness function. Only when the fitness function is optimized the goal of testing is achieved. Final input data represents the desired test case.

DSE-based [4–6] tools maintain symbolic state in addition to the concrete (usual) state of the target program. During the execution of a target program it collects constraints on the program variables. This constraint system is called a path constraint or a PC. A PC represents an equivalence class of input data that leads the target program through the corresponding path. The execution of the target program forks on each decision point (for example conditional operator if-else) providing branch coverage. When the execution of the target program is completed, appropriate test input data can be obtained by solving the PC.

In general, code-based test generators tend to produce lots of almost unreadable test data. It is hard to verify such unreadable test data manually. This problem is called the Human Oracle Cost Problem [7]. Afshan et al. [8] proposed a method of improving readability of test data generated by DSE-based tools. In contrast to the work of Afshan et al. [8] we do not rely on any kind of fitness function. The improvement process is performed by changing a PC after the execution of the target program. To the best of our knowledge this is the first readability optimization method in context of the DSE.

Methods. The workflow of the proposed system includes two main stages. At the first stage, the system produces a path constraint PC, which is an abstract representation of a program state. At the second stage, the system optimizes readability of the PC constraining it with the help of a character-level bigram model. As mentioned above, every PC represents an equivalence class of some test inputs and is associated with a single program path. Some of those inputs might be more “readable” than the others. Informally speaking, the goal of the algorithm is to find “the most readable” input within the set of all possible inputs corresponding to the given PC.

Example. Let us first provide an example of the readability optimization process. Let us say we have a string as a target function. It takes a null-terminated string $S = \{a1, a2, a3, \text{‘0’}\}$ as an input, where each $a_i$ is a symbolic value and ‘0’ is a “concrete” terminator. The initial state of the program is represented in figure, $a$. The optimizer concretizes $S$ transforming it into the string “yes0”. Firstly, the algorithm tries to make each $a_i$ printable as shown in figure, $b$. Secondly, it attempts to make all of the $a$-s alphabetic as shown in figure, $c$. Finally, it attempts to rearrange $a_i$ in an appropriate order using the bigram model. Results are shown in figure, $d$.

Memory graph. The optimizer operates on a memory graph $M$ [9] which is an internal representation of the test data. Each node of $M$ belongs to one of the following types: scalar (concrete or symbolic) value (a); concrete pointer to another node (b); array of nodes of a concrete length (c). Actually, every string $S$ within $M$ is represented as an array of scalar nodes.

Formal definition. A pseudocode of the algorithm is represented in Algorithm 1. The goal of the optimizer is to maximize the value of readability estimation $S(N)$ for every string $S$ within $M$. Thus, the optimizer considers only strings within $M$. It never violates the current PC and never changes concrete values that PC contains. The optimizer is only allowed to put constraints on symbolic values when it is safe. At the first step, it tries to make each symbolic value within $S$ to be “alphabetic” or at least “printable”. After that, it uses a bigram model in order to make the whole string being more like a “real word”. During this process, every single string $S$ within $M$ is transformed in the following way.

In order to compare strings of different length $\hat{P}$ has to be normalized always. Readability estimation $N$ is defined as a normalized value of $\hat{P}$ as shown in equation below:

$$N(c^n_i) = \hat{P}(c^n_i)^{1/a}.$$
An example of a readability optimization algorithm work

Пример работы алгоритма по оптимизации читаемости

1. **Narrowing.** At this stage the optimizer tries to increase the readability of every symbolic character $a_i$ within $S$:
   - Firstly, it tries to make each $a_i$ printable constraining it with ("$\leq a_i \leq "$");
   - If it is successful, it then tries to make it alphabetical applying additional constraint ('A' $\leq a_i \leq 'Z' \vee 'a' \leq a_i \leq 'z' $).

2. **Concretization.** At the beginning, the optimizer focuses on the first value $a_1$ of the current string $S$. If it is possible, it tries to "assign" a random alphabetic value to the $a_i$, constraining it with ($a_i = \text{some random alphabetic character}$). At the next step, the optimizer traverses through all the bigrams ($a_i, a_{i+1}$), where $i = 1...n-1$, within string $S$. Let ($a_i, a_{i+1}$) be the current bigram, then:
   - Firstly, the optimizer takes a concrete value of $a_i$.
   - Secondly, if $a_{i+1}$ is symbolic the optimizer calls the SMT-solver for its value.

**Algorithm 1 Improving readability**

```plaintext
procedure Narrowing (Memory graph M)
  for all $x \in M$ do
    if $x$ is a string of length $n$ then
      for all $i \in \{1, 2, ..., n\}$ do
        printable $\rightarrow$ Probe ("$\leq a_i \leq "$)
        if printable $\rightarrow$ Probe ("A' $\leq a_i \leq 'Z' \vee 'a' \leq a_i \leq 'z' $))
      end if
    end for
  end for
end procedure
```

Conservativeness of the algorithm. Each optimized test case leads a target program through the same path as a corresponding non-optimized version. Before applying new constraints to the current PC, the optimizer tries applying it in a fresh new scope of an external SMT-solver. If it fails, the optimizer safely pops the scope out of the stack rolling the PC back to its previous version. Only in case when the new constraint does not violate the current PC, the optimizer is allowed to apply it.

**Results.** In order to test the proposed system we have implemented a tool on top of the LLVM compiler infrastructure [10] and CVC4 [11] SMT-solver. We have also used a bigram model based on very large language corpora [12]. Note that before starting to work with the system a user should write a simple driver in the C-language.
The system has been tested on 12 string-processing functions from the Linux [13] repository. Each function takes integer values and strings as an input. Experimental results are represented in table. The Input column displays an encoded format of the input data. Here notation \([\text{n}] = [a_1, a_2, ..., a_{n−1}, 0']\) represents a null-terminated string of symbolic values \(a_i\); \(k\) represents some concrete integer. For example, strlen \([6]\) \(5\) means that strlen takes a single symbolic string of size \(6\) and an integer literal \(5\). The only exception is strpbrk function that takes concrete string “aeouy” as its second argument. Code coverage estimated with gcov tool is displayed in column Coverage in format \(x:y\)% where \(x\) is a number of generated test cases and \(y\) is a percentage of covered instructions. Columns None, Basic and Bigram display average values of readability estimation \(N\) for test data generated during different experiments.

**Experimental results.** The results of test generation without optimization are displayed in column None. As the non-optimized data includes no alphabetic characters, the readability estimation is not defined in this case. The Basic method involves only the first, Narrowing phase of the optimization process. In this case, readability estimation \(N \approx 0.07\) in average with standard deviation \(\sigma = 0.03\). On the other hand, the Bigram method involves both, Narrowing and Concretization phases of the optimization. In case of Bigram \(N \approx 0.08\) in average and \(\sigma = 0.03\). Thus, the Bigram method shows the best results in this experimental study.

**Discussion.** Let us discuss the experimental results in more details on the example of the strcpy function. Strcpy function takes two string arguments - buffer \(A\) and source \(B\). It copies data from \(B\) to \(A\) modifying \(A\). It then returns the pointer to the modified version of \(A\) represented as \(A'\). Thus, the format of each generated test case is \((A, B) \rightarrow A'\). In order to give meaning to the discussion, let us suppose that the generated test cases have to be verified by a human.

Each non-optimized output contains no printable characters. Thus, we represent generated data as arrays of 8-bit integers. In this case, the real data generated with the help of CVC4 looks like: \{1, 1, 1, 1, 1, 0\}, \{1, 1, 1, 0, 0, 0\} \(\rightarrow\) \{1, 1, 1, 0, 0, 0\}. Making sense of this data might be confusing to anyone trying to evaluate the quality of the implementation of the strcpy function. On the other hand, the so-called Bigram method produces well-readable and less-confusing data: (“kesth”, “pre”) \(\rightarrow\) “pre”.

**Configuring the optimizer.** The optimizer can be configured in many ways. If the first symbol of the string is not constrained, then external SMT-solver tends to return similar results for all strings. As a consequence, without randomization of the first symbol the results look like “athes”, “ath” \(\rightarrow\) “ath” etc. Moreover, as the Bigram method uses the most probable values of the second characters of each bigram sometimes it tends to produce cycles like “athesthes...” etc. In order to avoid such cycles, we use the same selection algorithm as the “roulette wheel” method [14].

In addition to the bigram-based improving readability optimization we have implemented a simple “optimizer” for numeric values. In fact, numeric values generated by SMT-solvers tend to vary in a very wide range. For example, let us suppose we are testing some implementation of the quicksort algorithm. One of the generated test cases might look like: \(\{22773760, 22773760, 2147483648, 2147483584\}\) \(\rightarrow\) \(\{−2147483648, 22773760, 22773760, 2147483584\}\). It is highly confusing to anyone who is trying to make a meaningful interpretation of such an unreadable test data. The optimizer incrementally tries to constraint each integer symbolic value within a memory graph \(M\) using Probe method from Algorithm 1. Let \(a_i\) be a symbolic integer contained by \(M\). At first, the optimizer tries to apply the constraint \((-10 \leq a_i \leq 10)\) to each \(a_i\). If it is not successful it then tries to apply \((-100 \leq a_i \leq 100)\) etc. The optimized version of the test case mentioned before looks like: \{2, 2, -3, 5\} \(\rightarrow\) \{-3, 2, 2, 5\}.

**Reliability.** In fact, the readability estimation of strings of different length varies in a wide range. The value of “pure” readability estimation \(\hat{P}(S)\) tends to zero for very long strings. As a result, it is not reliable to compare the readability estimation of strings of different length. This negative effect is eliminated by normalization. We should further note that the goal of our research does not include the examination of the bigram model itself. However, in order to verify the readability estimation method used in the experimental study we tested it in isolation. We have tested this method using a list of Top-100 English words. The resulting readability estimation is 0.10 which is compatible with the experimental results. Finally, the reliability of the experimental results achieved by any
code-based test generator depends on the provided code coverage. In the given experiments the instruction coverage is 95% in average and it is 100 % for 9 functions. In case of functions with non-100 % coverage the NULL-returning branch is not covered. We can confidently say that the obtained results are reliable enough.

**Conclusions.** This work introduces a new method of readability optimization in context of Dynamic Symbolic Execution based on a natural language model. This method has been successfully examined against 12 string-processing functions from the Linux repository. The experimental results show that this algorithm significantly improves the readability of automatically-generated test data. The readability of the optimized test cases is compatible to the readability of human-written texts. Developers who manually verify generated test data would take advantage of using this method.
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AVIATION AND SPACECRAFT ENGINEERING
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Transport operations that ensure the change of the orbit of a spacecraft or its transfer to the departure trajectory are an integral part of almost all space missions. Increasing requirements for the efficiency of transporting spacecraft form the need to search for possible ways to increase this efficiency and assess the characteristics associated with the proposed methods.

Current boosters and interorbital tugs, as a rule, use a chemically powered cruise engine, although solutions with the use of an electric jet engine are becoming more common. Due to the high rate of the outflow of working fluid which is much higher than that of combustion products in a chemical engine, the efficiency of use of the substance mass by an electric jet engine significantly exceeds this indicator for a chemical engine. However, the low thrust provided by the electric jet engine leads to high duration of the transport operation and, as a result, to considerable time of exposure to the outer space factors, in particular, radiation. Therefore, the use of the electric jet engine only does not always meet the requirements for the mission.

One of the promising ways to increase the efficiency of transport operations is the combination of the traditional chemical and electric jet engines in the propulsion system. Various aspects of the use of such an integrated propulsion system (IPS) consisting of a solar electric jet system and "Fregat" booster were considered, for example, in the framework of “Divina TM” research project.

Unlike a chemical engine, in which energy is released from chemical bonds, the energy for accelerating the working fluid by an electric jet engine is supplied from outside. Solar batteries are the most widespread energy source in near-earth orbits, where the amount of solar radiation is sufficient to meet the energy needs of a spacecraft. Solar batteries are sensitive to radiation, damage accumulates in their internal structure and their characteristics degrade. Therefore, there is a need to account for the radiation dose accumulated during the execution of the transport operation and to evaluate the reduction in the efficiency of solar batteries. Uneven irradiation intensity in the radiation belts formed by the Earth’s magnetic field (Van Allen belts) can be taken into account if the assessment of the radiation intensity at the trajectory points of the maneuver is made using the Earth radiation belt model.

The paper proposes a method that allows taking into account the effect of ionizing radiation on the degradation of solar batteries when performing a transport operation using an integrated propulsion system based on a liquid-propellant rocket engine and an electric jet engine, taking into account the chosen trajectory and the model of the Earth’s radiation belt.

Keywords: integrated propulsion system, electric jet engine, Van-Allen radiation belt, solar battery, degradation.
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**Introduction.** Transport operations that ensure the change of the orbit of a spacecraft or its transfer to the departure trajectory are an integral part of almost all space missions. Increasing requirements for the efficiency of transporting spacecraft form the need to search for possible ways to increase this efficiency and assess the characteristics associated with the proposed methods. Current boosters and interorbital tugs, as a rule, use a chemically powered cruise engine, although solutions with the use of an electric jet engine are becoming more common [1].

Due to the high rate of the outflow of working fluid which is much higher than that of combustion products in a chemical engine, the efficiency of use of the substance mass by an electric jet engine significantly exceeds this indicator for a chemical engine [2]. However, the low thrust provided by the electric jet engine leads to high duration of the transport operation and, as a result, to considerable time of exposure to the outer space factors, in particular, radiation [3–5]. Therefore, the use of the electric jet engine only does not always meet the requirements for the mission.

One of the promising ways to increase the efficiency of transport operations aimed at changing the orbit of a spacecraft or transferring it to departure trajectories is the use of an electric jet engine as a part of a booster with a traditional chemical propulsion system [6]. It is assumed that this combination of engines of different types allows using a particular engine in different phases of the transport operation, increasing its overall efficiency. Various aspects of the use of such an integrated propulsion system consisting of a solar electric jet system and “Fregat” booster was considered in the framework of “Dvina TM” research project [7].

Unlike a chemical engine, in which energy is released from chemical bonds, the energy for accelerating the working fluid by an electric jet engine is supplied from outside. Solar batteries (SBs) based on semiconductor photocells are the most widespread energy source in near-earth orbits, where the amount of solar radiation is sufficient to meet the energy needs of a spacecraft. SBs are subject to degradation under the influence of high-energy charged particles [8–10]. Uneven irradiation intensity in radiation belts formed by the Earth’s magnetic field (Van Allen belts) [11; 12] suggests that accounting for the intensity of radiation exposure should be carried out along the trajectory of the maneuver and taking into account the model of the Earth’s radiation belts.

To assess the impact of heavy ions (HIs) on the degree of degradation of the SBs, design programs have been established in Russia and abroad. For example, in Russia, the Research Institute of Applied Mechanics and Electrodynamics (RIAME) of Moscow Aviation Institute (MAI) created BUKSIR program [13], which allows estimating by calculation the degree of degradation of any of the...
30 types of solar batteries depending on the spacecraft flight altitude, orbit inclination and time spent in this orbit.

European Space Agency (ESA) has developed SPENVIS (Space Environment Information System) program [14], which allows estimating radiation doses accumulated by spacecraft and their elements during the flight, depending on the specified orbits and time spent on them. The program also made it possible to predict a decrease in the efficiency of SBs during their active existence depending on the types of SB cells, types and thickness of protective coatings, and to take into account the obtained data when designing both the spacecraft themselves and their electric power supply (EPS) systems and developing ballistic maneuvers extending the active lifetime (ALT) of spacecraft (SC).

Existing software for evaluating the effects of radiation on spacecraft, such as SHIELDOS, SPENVIS, STK SEET, allows calculating the integral dose accumulated by the SB, assessing the degradation of photocells depending on their type and thickness of the protective coating. However, this software does not satisfy the needs of studying the characteristics of degradation of solar cells when performing active maneuvers using high and low thrust engines according to a specific cyclogram, which occurs when performing a transport operation using an integrated propulsion system. Therefore, basic methods and algorithms published in the public domain were used to conduct the study and a method that allows solving the problem in the desired formulation was proposed on their basis.

Considerable flight duration on low thrust engines requires substantial computational powers to perform numerical integration of differential equations used for the mathematical description of various phases of the general maneuver. The need for practical implementation of the numerical experiment required the simplification of the models in use, the optimization of the algorithms and computational methods in use, as well as the application of computers with high computational capabilities.

**Motion Model.** The transport operation of the coplanar transition between circular orbits (from low to high) was investigated. In general, the problem of estimating the effect of the composition of an integrated propulsion system on the integral dose of radiation when orbiting a spacecraft was considered by the authors earlier in [15]. In addition to the methodological interest in terms of developing a method for assessing the degradation of solar panels and the effect of the composition of the integrated propulsion system on it, such an operation may be of practical interest, since there are promising projects for placing into geosynchronous orbits for which the transport operation has a high similarity with the idealized one [16].

The flight maneuver between coplanar circular orbits (from a smaller to a bigger one) consists of 2 phases (fig. 1):

1. Gomanovsky flight using high-thrust engines;
2. Retrieval of the spacecraft to the target high-elliptical orbit along a spiral trajectory by low-thrust engines.

The optimality of a two-pulse flight along a semi-elliptical trajectory in the chemical phase is shown in [17]. The flight between circular coplanar orbits with the help of a low-thrust engine is considered in [18].

![Fig. 1. Flight trajectory of artificial earth satellite (AES) from low earth orbit (LEO) to geostationary earth orbit (GSO) using integrated propulsion system (IPS)](image)

Knowing the initial mass of the SC, the parameters of the used propulsion engines (PE) that are parts of the IPS (thrust, specific impulse), the parameters of the initial and final orbits, one can enter a parameter \( k \in (0+1) \) that determines the position of the intermediate circular orbit to which the SC is placed using the high-thrust engine along Gomanovsky transition orbit,

\[
R_2 = R_1 + k (R_3 - R_1),
\]

where \( R_1 \) is the radius of the LEO, \( R_3 \) is the radius of the GSO.

The parameter \( k \) uniquely specifies the radius of the intermediate orbit \( R_2 \). A cyclogram of engine operation can be constructed on the basis of analytical dependencies.

The first phase of the maneuver is performed according to Gomanovsky two-pulse flight. On the basis of ballistic calculations, for a given ratio of orbits \( \tau = \frac{r_2}{r_1} \), the necessary increments for the first and second pulses are the following:

\[
\Delta V_1 = V_1 \left( \frac{2\tau}{\sqrt{\tau + 1}} - 1 \right),
\]

\[
\Delta V_2 = V_1 \left( 1 - \frac{2}{\sqrt{\tau + 1}} \right),
\]

where \( V_1 \) is the velocity of the SC in the initial circular orbit.
\[ V_1 = \sqrt{\frac{\mu_E}{r_1}} , \]  

(4)

where \( \mu_E \) is the gravitational parameter of the Earth.

The required expenses of the working fluid will be:

\[ \Delta m = M \left( 1 - \exp \left( -\frac{\Delta V}{I_{SP}} \right) \right) , \]  

(5)

where \( M \) is the mass of the apparatus before issuing the corresponding impulse; \( I_{SP} \) is the specific impulse realized by the CE (chemical engine).

Pulse durations will be:

\[ \Delta t = \frac{I_{SP} \Delta m}{R} , \]  

(6)

where \( R \) is the thrust of CE.

Moments of impulses:

\[ t_0 = 0 , \]  

(7)

\[ t_1 = \pi \frac{a^3}{\mu_E} , \]  

(8)

where \( a \) is the semi-major axis of the transition ellipse.

As a result of the first phase, the SC is transferred to a circular orbit with the radius \( r_2 \). The second phase of the transport operation begins with the firing of an electric jet engine and a long transition along a spiral trajectory. Engine thrust during the entire time the maneuver is executed coincides with the velocity vector. The calculations are done according to the formulas proposed in [5]

\[ \Delta t = \frac{M}{m} \left( 1 - \exp \left( \frac{\mu_E}{I_{SP}} \left( \frac{1}{\sqrt{r_1}} - \frac{1}{\sqrt{r_2}} \right) \right) \right) , \]  

(9)

gives an approximation sufficient for the problems to be solved.

The result of the second phase of the transport operation is the transition to the target circular orbit.

**Radiation field model.** Depending on the SC parameters, the initial and final orbits and the parameter \( k \), the SC will move along different trajectories passing through areas of space with different levels of ionizing radiation from outer space (IROS).

Ionizing radiation includes the following types of radiation [9; 19–23]:

- radiation from the natural radiation belts of the Earth (NRBE) (protons, electrons, \( \alpha \)-particles, nuclei);
- solar cosmic rays (SCR) (protons, electrons, \( \alpha \)-particles);
- solar wind (protons, electrons, \( \alpha \)-particles);
- galactic cosmic rays (GCR) (protons, electrons, \( \alpha \)-particles, nuclei);
- particles in the external magnetosphere (protons, electrons, \( \alpha \) particles), albedo particles (protons, neutrons), GCR-radiation from unclosed drift shells (protons, electrons), particles precipitating during magnetic disturbances (protons, electrons) and others.

Galactic cosmic radiation is characterized by small fluxes (up to 5 particles \( \times \, \text{cm}^{-2} \times \text{s}^{-1} \)) and high particle energies (up to \( 10^{20} \text{eV} \)).

The primary cosmic rays of galactic origin can be attributed to sources of NRBE particles (high-energy protons resulting from the decay of albedo neutrons formed by GCR particles interacting with atmospheric nuclei).

SCRs are formed during chromospheric solar flares. Large fluxes of high-energy SCR particles can pose a radiation hazard to semiconductor radio-electronic products (REP), which are a part of the SC instrument cluster.

The total dose of radiation received by a spacecraft throughout the maneuver can be obtained by integration of individual doses obtained while the spacecraft is at a particular point in space, the level of IR (ionizing radiation) in which is known.

A dipole is adopted as a model of the Earth’s magnetic field, whose axis is shifted relative to the geographic axis by 11.4 degrees [20; 24–26]. It is known that the intensity of charged particles fluxes has a high spatial gradient. A change in distance by 3% creates a change in the flux intensity by 10 times at small heights in the inner zone. Therefore, it is not possible to use the dipole model in Cartesian or polar coordinates to determine the intensity of charged particles fluxes. One must use a coordinate system suitable for this task.

The most commonly used coordinate system is that of McIlwain [27–29], in which the fluxes of charged particles with equal intensity are placed on surfaces that can be described in L-B coordinates. A spatial distribution of intensities which formed the basis of the AP8 and AE8 models for protons and electrons, respectively [30] was obtained on the basis of experimental data collected during launches of the satellite for studying the Earth’s magnetosphere.

Since solar cells cannot be protected by a layer of considerable thickness, it is necessary to use the values of both protons and electrons of the entire energy spectrum for the purpose of studying the effect of HIs on their degradation. Fluence is conveniently accumulated in the energy zones described in documents AP8 and AE8. Integral fluence accumulated during the entire transport operation can be obtained by integrating with preservation of the division of the influencing flows into energy zones (separately for protons and electrons):

\[ D(E) = \int P(\vec{r}, E) dt , \]  

(10)

where \( D \) is the accumulated fluence for HIs with energy in the range of \( E \) zone; \( P(\vec{r}, E) \) is the intensity of radiation at the point of space \( \vec{r} = [x, y, z]^T \) for HI with energy in \( E \) zone.

**The model of solar cells degradation.** Solar cells are the most common source of energy for SC. Solar cells based on monocrystalline silicon are the most common ones, their production technology is well developed, and the efficiency of modern elements is high. Elements based on gallium arsenide are less common; they have a number of advantages and greater efficiency, but their production is relatively poorly developed, and the cost is noticeably higher than that of silicon ones.
Solar cells operating in space conditions undergo the effect of gradual degradation of their characteristics under the influence of defects accumulation due to the influence of HIs [31]. Several mechanisms of the influence of HIs on the solar cells structure are known and theoretically described [9].

There are a number of techniques [8; 32; 33] for estimation of the degradation of solar cells characteristics under the influence of radiation exposure. JPL method was used for the purpose of the conducted research. According to this method the effect of mono-energetic electron flux with energy of 1 MeV on solar cells without protective coating is experimentally evaluated. Measurements are carried out on installations with an appropriate energy source and a measurement system that records changes in the characteristics of solar cells. The dependence of the characteristics (short circuit current, no-load voltage, maximum power) on the total effect of the radiation flux is constructed on the basis of the experimental data obtained. On the basis of theoretical models of degradation and their subsequent verification by experiments, it is generally accepted that the effects of other HIs can be reduced to the effects of electrons with the energy of 1 MeV. Thus, it becomes possible to determine the net effect from different types of HIs (electrons and protons) of a wide energy spectrum taking into account various protective coatings.

The formula proposed in [13] which describes the decrease in power from the integral fluence

$$\frac{N}{N_0} = 1 + 0.0241 \cdot \log \left( \frac{D_E}{10^{12}} \right) - 0.0466 \cdot \log \left( \frac{D_P}{10^{12}} \right) + 1.8,$$  (11)

agrees well with the experimental data on solar cells provided by manufacturers [34–36] (fig. 2).

Integral fluences accumulated during the transport operation in various energy spectra can be converted into an equivalent monoenergetic fluence of electrons with energy of 1 MeV for a given type of protective coating according to the formula (12) published in [8]:

$$\Phi_{\text{MeVElectron}} = \int d\Phi_E(E_E) RDC(E_E,t) dE_E + C_{PE} \int d\Phi_P(E_P) RDC(E_P,t) dE_P, \quad (12)$$

where $$\frac{d\Phi_E(E_E)}{dE_E}$$, $$\frac{d\Phi_P(E_P)}{dE_P}$$ is fluence density of electrons and protons on the energy spectrum, $$RDC(E_E,t)$$, $$RDC(E_P,t)$$ is the function of equivalent damage from the action of HIs with energy E with a protective coating of thickness t, $$C_{PE}$$ is the experimental coefficient of conversion of proton fluence into electron fluence.

Algorithm and simulation. The data obtained during the ballistic planning of a transport operation form a sequence diagram of a transport operation. This approach allows solving the following tasks:

– to check the correctness of the ballistic planning;
– to get the fluence values at the point of space where the SC is currently located and to determine the integral dose of exposure.

The dynamics of SC flight is simulated in the geocentric inertial coordinate system. To reduce computational complexity, it is considered that the starting point of the maneuver coincides with the axis of the inertial GCS (geocentric coordinate system). The axis of the magnetic dipole rotates with the rotation of the Earth. To calculate the level of IR (ionizing radiation) at the current point in space, the coordinates of the inertial GCS are converted into dipole coordinates, after which the IR values are calculated in accordance with AP8 model.
A mathematical model was constructed to study the effect of phase distribution for IPS engines on the integral dose obtained by the SC during the time of the maneuver. The model solves the following main tasks:

– flight planning;
– iterative modeling;
– estimation of the radiation intensity of electrons and protons of different energy spectrum.

The algorithm of numerical calculations corresponding to the proposed model is shown in fig. 3 and consists of a series of sequential operations:

1. The SC parameters and the IPS engines parameters are set.
2. The initial and final orbits, the distribution of the trajectory maneuver between phases 1 and 2 are set.
3. The initial state vector (position, speed, acceleration) is set.
4. The scheduler performs calculations according to the specified parameters and draws a sequence diagram for starting the engines.
5. The solver performs the sequence diagram step by step, determining the coordinates of the SC at the next step, calculates and sums up the value of the particle flux at a given point in space.
6. The output unit forms a flight trajectory and an output data set corresponding to a given input data set.

Simulation results. Final characteristics and flight trajectories were obtained for different phase relations. An example of the resulting trajectory is shown in fig. 4.

The effect of the parameter $k$ determining the ratio of the fraction of the total maneuver per part of the transport operation performed by the booster to the integral dose of radiation obtained by the SC during the execution of the maneuver was studied during the simulation. The parameter $k$ varied in the range of 0–1 with a step of 0.1.

The following parameters and initial conditions were adopted for the research:

– the transport operation consists in the transition between circular coplanar orbits. The initial orbit (LEO) is 200 km high in the equatorial plane, the final orbit (GSO) is 35786 km high;
– the initial mass of the entire system is 3000 kg;
– CE: thrust is 20000 N, specific impulse is 330 s;
– EJE: thrust is 0,2N, specific impulse is 2000 s.

The analytical formulas used for planning the cyclogram of a transport operation are verified by the method of numerical integration using a physico-mathematical model. Deviations of the radius of the final orbit from the specified one obtained by numerical integration based on an analytically planned cyclogram are reflected in fig. 5.

The flow of HIs is calculated by energy zones for each point of the trajectory. Fig. 6 shows the calculated equivalent fluence of a monoenergy flux of electrons with the energy of 1 MeV.

Calculations of residual efficiency carried out by formula (11) for different $k$ (fig. 7) show that transport operations with $k < 0.3$ have a significant effect on the degradation.

Due to the variable integration step, the number of calculated points of the trajectory for the most complicated case did not exceed 800 thousand (fig. 8).
Fig. 4. Trajectory example

Рис. 4. Пример траектории

Fig. 5. Deviations of the radius of the final orbit from the specified one

Рис. 5. Отклонения радиуса конечной орбиты от заданного

Fig. 6. Fluence of an equivalent flux of 1MeV monoenergetic electrons

Рис. 6. Флюенс эквивалентного потока моноэнергетических электронов 1МэВ
In previous calculations performed with a fixed integration step the number of calculation points exceeded 10 million, which made the calculation of the equivalent fluence impracticable within a reasonable time frame.

The specified accuracy of integration was selected taking into account the balance between the required computational power and the deviations of the calculations over the entire range of the coefficient $k$. The computational complexity illustrated by the time of calculation depending on the parameter $k$ (fig. 9) is significant even at the current level of computational tools and required special measures to obtain results in a finite time.
The duration of the transport operation depending on the parameter $k$ is displayed in fig. 10.  

The mass dependence in the final orbit is shown in fig. 11. It can be seen that the use of EJE in the booster allows placing a large mass into the final orbit.

**Conclusion.** The influence of the choice of the ratio between the parts of the performed maneuver between different types of engines of the integrated propulsion system of the booster is considered. A method is proposed by which the influence of ionizing radiation in near-Earth space on the degradation of the characteristics of a SC solar battery has been evaluated. It is shown that the use of a low thrust engine throughout the transport operation leads to a significant amount of accumulated radiation dose and, as a result, to decrease in the efficiency of the solar battery. Reducing the efficiency requires increasing the area of the SB and, accordingly, increasing its mass. The use of IPS consisting of high and low thrust engines allows not only flexibly controlling the flight time, varying the ratio between the phases of the transport operation performed by various types of engines, but also reducing the degradation of SB from the effects of ionizing radiation, providing a short time of SC presence in the Earth radiation belt zones due to the implementation of this phase using IPS. The developed methodology and the results obtained are an integral part of the work on a reasonable choice of the composition of the integrated propulsion system based on “Fregat” booster with an additional EJE.
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AN APPROACH TO GROUND TESTING OF ROCKETS AND SPACE VEHICLES ON TRANSIENT PROCESSES BY COPRA-SPRING STAND


Central Scientific-Research Institute of Mechanical Engineering
4, Pionerskaya St., Korolev, 141070, Russian Federation
*E-mail: EykhornAN@tsniimash.ru

The authors propose an approach to research tests of copra-spring stand, designed for testing rockets and spacecraft on inertial forces of a pulse character. The authors present the design of the stand, consisting of two main parts: mobile and stationary.

The authors present a method for calculating the magnitude of the load factors and the oscillation frequency of the test object, and calculate the parameters for adjusting the spring stiffness. They describe the possibility of carrying out dynamic tests for imitating transient loads that hermetic structures such as modules of habitable orbital stations, loaded by internal pneumatic pressure, withstand during their lifecycle.

The authors present the results of research tests when the stand without any additional weight was falling from the height of 20, 35 and 50 mm. They determine the levels of axial and transverse accelerations on the envelope of the stand and the lower ring. A comparison of the original and filtered signal from the load factor sensors obtained in each test case was made. The authors present the results of calculating accelerations of the moving part of the stand using the video processing of the experiment. To determine the position of the stand envelope they developed special software. The essence of the software was to determine the coordinate of the border of the color change from the frame height from a light color to a darker one using averaging in rows. The authors show that the results of a comparison of manual and frame-by-frame measurement and data obtained by the software method indicate a sufficient convergence of the results using a drop from the height of 20 mm experiment. The comparison of axial loads obtained by various methods is given, when the moving part of the stand is thrown from the height of 20, 35 and 50 mm, respectively. The zero time points for the video and accelerometers were determined so that the first maximum is reached simultaneously.

According to the results of research tests, the authors describe the development and validation of the finite element model of the stand. The calculations were carried out in a nonlinear formulation, which makes it possible to correctly take into account the loading of the stand at all stages, using the method of direct solution of the equations of motion. The authors show the results if calculating the time dependences of displacements and load factors at the sensor installation places and a comparison with the experimental results, which shows a good convergence.

Keywords: copra-spring stand, ground tests, transient processes.

О СПОСОБЕ ПРОВЕДЕНИЯ НАЗЕМНОЙ ОТРАБОТКИ ИЗДЕЛИЙ РАКЕТНО-КОСМИЧЕСКОЙ ТЕХНИКИ НА ПЕРЕХОДНЫЕ ПРОЦЕССЫ С ИСПОЛЬЗОВАНИЕМ КОПРОВО-ПРУЖИННОГО СТЕНДА

A. Ю. Бондаренко, А. Ю. Митин, В. А. Толченов, А. Н. Эйхорн*, О. А. Юранев

Центральный научно-исследовательский институт машиностроения
Российская Федерация, 141070, Московская обл., г. Королев, ул. Пионерская, 4
*E-mail: EykhornAN@tsniimash.ru

Описывается подход к проведению исследовательских испытаний копрово-пружинного стенда, служащего для воспроизведения импульсных нагрузок мимузыального характера. Описывается конструкция стенда, состоящего из двух основных частей: подвижной и неподвижной.

Приводится метод расчета величины перегрузки и частоты колебаний объекта испытаний, а также производится расчет параметров регулировки жесткости пружины. Описывается возможность проведения...
дynamических испытаний для воспроизведения нагрузления герметичных конструкций типа модулей обитаемых орбитальных станций при переходных процессах с учетом внутреннего пневматического давления.

Описывается процесс проведения исследовательских испытаний стенда. Высота сброса равнялась 20, 35 и 50 мм. Определены уровни осевых и поперечных перегрузок на обечайке стенда и ножом кольце. Приводится сравнение исходного и фильтрованного сигналов с датчиками перегрузок, полученными при каждом случае испытаний. Для определения положения обечайки стенда разработано специальное программное обеспечение, суть которого заключается в определении координаты границы перехода цвета по высоте кадра из светового цвета в более тёмный с использованием осреднения в строках. Сравнение ручного покадрового замира и данных, полученных программным методом, для одного из экспериментов показывает их хорошее согласование. Это указывает на хорошее качество определения перегрузок обечайки стенда. Приведено сравнение перегрузок, полученных различными способами, при сбросе подвешенной части стенда с различных высот. Нулевые моменты времени для видеометрии и акселерометров были определены так, чтобы достигалось совпадение по первому максимуму.

По результатам исследовательских испытаний была разработана и валидирована конечно-элементная модель стенда. Расчеты проводились в нелинейной постановке, позволяющей корректно учесть нагрузление стенда на всех этапах, с использованием метода прямоинейного интегрирования уравнений движения. Определены временные зависимости перемещений и перегрузок в местах установки датчиков, а также проведено сравнение с результатами эксперимента.

**Introduction.** As experience confirms the most intensive dynamic loads of launch vehicle and space vehicle structures occur in a low frequency range i.e. up to 100 Hz and are realized in transient processes. Processes of this kind appear when rising and dropping propulsion system thrust; when starting the launch vehicle and dividing its stages; under the influence of wind gusts as well as in various abnormal situations [1; 2].

The replacement of a non-stationary process with an equivalent harmonic loading using a vibration stand [3–5] is a generally accepted method of such ground based experimental testing of dynamic effects. However, with such testing it is possible to obtain significant differences in the maximum levels of overloads and the number of loading cycles with the peak level is ten times higher than the real one [6; 7]. This is especially important in case when it is necessary to conduct dynamic tests of rocket and space technology products that have already been in flight operation.

Therefore, an alternative approach to the rocket and space technology ground testing (its structures, instrumentation and mounting equipment) is proposed, the essence of which is the direct reproduction of transient processes.

A copra-spring stand (fig. 1) installed in the testing room of TsNIIMash temperature and static strength department may be used for this purpose [8–10].

**Stand description.** Structurally, the stand consists of two parts: mobile and stationary which move in the vertical direction relative to one another. As it is shown in fig. 1 the mobile part includes a stand envelope, vibration isolators and a lower ring. The stationary part includes a strong ring, guide supports, a top ring and special latches. The stationary part is fixed to the floor. A test object is attached to the mobile part, whereat it together with the test object is raised on a pointed height and dropped down. On coming in contact the lower ring is attached to the stationary part into a whole by the special latches. The loading occurs in the process of braking on the base with the compression springs.

Testing on the copra-spring stand can logically be divided into three parts:

1. Raising the stand to the required height and hanging by level with the help of turnbuckles. Before the next step the stand should be at rest.
2. Opening the latches and the stand is in a free fall until it touches the lower ring with the stationary part.
3. Locking the lower ring of the mobile part with the special latches and measuring the load factor on the mobile part.

The load factors and the oscillation frequency of the test object are defined by the number of springs used, their total stiffness and drop height. The calculation of the experiment parameters may be approximately performed by means of energy conservation law, body motion during free fall and the theory of mass oscillation on the constant stiffness spring [11].

Nevertheless, this approach does not take into account the mutual movement of the stand moving parts due to prestressing of elastic connectors between them. This process may be modeled using the finite-element method. The test simulation was performed with the use of MSC Nastran software and includes two calculations:

1. At the first stage constant inertial load displacement of model nodes is calculated. A vector of initial displacement of the system which is held with the latch before the drop is a result of this calculation.
2. The results of the first calculation are used as the initial conditions for the second one to simulate the stand motion in the field of gravitation and its oscillation on the compression springs after the impact with the base.

The stand allows the loading of such objects as ICC modules, advanced long-term orbital stations, advanced launch vehicle elements, reusable space and aerospace systems, advanced manned and transport vehicles weighing up to 20 t.

There is no analog for the copra-spring stand with such characteristics [12]. There are just stands which reproduce dynamic loads for the test objects of lower masses [13]. Another distinctive feature is creating loads of hermetic structures such as modules of habitant orbital stations with internal pneumatic pressure. It is possible due to placement of the stand into a pneumatic hydro box RM-2 (fig. 2).
A test object is loaded into the box through the upper end opening which may, if necessary, be closed with the armored cover plate if required. The energy intensity of the breaking test object may come up to $30 \times 10^6$ atm·l under hydraulic and $10 \times 10^6$ atm·l under pneumatic loading.

For loading with internal overpressure when performing the tests an independent pneumatic system is mounted onto the copra-spring stand (fig 3).

The pressure source (fig. 3, pos. 1) is selected on the basis of volume and required value of the test object prescribed pressure. The balloon reducer (fig. 3, pos. 2) lowers the pressure providing the necessary pressure in the test object. The safety valve (fig. 3, pos. 3) releases the pressure when the required value is exceeded. For complete pressure relief from the test object (fig. 3, pos. 5) a relief valve is provided. The internal pressure is monitored according to the pressure sensor readings (fig. 3, pos. 4).

**Research tests operation.** Research tests were carried out on the described above stand. They included a drop of the mobile part on the stationary one without the test object. The drop heights were 20, 35 and 50 mm (three drops from each height). Herewith, the levels of axial and transverse overloads on the envelope of the stand and the lower ring were determined. During the tests a minimum set of springs (4 pcs) was used; the expected frequency of the stand longitudinal oscillations was ~3 Hz.

The primary transducers location is shown in fig. 4. The magnitude of the overloads was determined by the accelerometers readings and the dump height was estimated by the readings of the displacement sensors.

When testing the axial load on the upper ring was measured by the parameters of $B_1$, $B_4$, $B_{10}$ and $B_{13}$. In fig. 5 raw results by the parameters of $B_4$, $B_{13}$ obtained by the drop from the height of 20 mm are shown.

Fig. 1. General view of the main elements of the copra-spring stand

Рис. 1. Общий вид основных исполнительных элементов копрово-пружинного стена

Fig. 2. General view of the pneumatic hydro box RM-2

Рис. 2. Общий вид пневмогидробокса РМ-2
Fig. 3. Internal pressure loading system:
1 – pressure source (balloon etc.); 2 – balloon reducer; 3 – manual adjustable safety valve; 4 – pressure meter; 5 – adjustable manual faucet; 6 – flexible sleeves

Рис. 3. Система нагружения внутренним давлением:
1 – источник давления (баллон, рампа, моноблок и т. п.); 2 – редуктор баллонный; 3 – клапан предохранительный регулируемый ручной; 4 – датчик давления; 5 – вентиль ручной регулируемый; 6 – гибкие рукава

Fig. 4. Layout of primary transducers:
ДП1…ДП4 – Motion sensors; В1…В18 – accelerometers

Рис. 4. Схема размещения первичных преобразователей: ДП1…ДП4 – датчики перемещения; В1…В18 – акселерометры

Fig. 5. Raw results from the sensors B4, B13. Drop from the height of 20 mm

Рис. 5. Необработанные результаты с датчиков B4, B13. Сброс с высоты 20 мм
The high-frequency component of the overload data records is related to the self-oscillation excitation of the stand parts. At this stage the stand vibrations at the main longitudinal frequency arouse great interest. Therefore, the data on overloads were filtered out with a low-pass filter without a phase change using the Matlab software. Within the low-frequency range of axial overloads the parameters located in the same vertical plane do not differ (fig. 6, left), that is why non-coplanar sensors B4 and B13 were chosen for further study. The differences of these sensors readings are due to the presence of an additional component from the transverse oscillations of the stand envelope at frequencies close to the fundamental frequency of the longitudinal vibrations.

In fig. 6 (right) the comparison of raw and filtered signals for the sensor B4 when dropped from the height of 20 mm is shown. A similar pattern may be observed in other tests.

Along with the readings of the overloads sensors, when analyzing the results, an assessment was made of overloads levels based on the video of the stand envelope displacement with a frame rate of 120 fps.

To determine the position of the stand envelope special software was developed. The essence of the software was to determine the coordinate of the color transition boundary by the height of the frame from light to darker colour using averaging in rows. To break video record into the frames and cut pieces from frames the open program “ffmpeg” was used. For verification of the developed software manual frame-by-frame measurement of the stand envelope coordinates from time to time was made for one of the experiments.

It turned out that the developed method allows to determine the displacement of the stand mobile part with good accuracy. Thus, the obtained video data may be used for interpretation as well. The further video recordings were processed with the use of the open library PIL (Python Imaging Library). The obtained records of displacement were smoothed out with a low-frequency filter without the phase displacement in order to eliminate interference of records errors and cutting inaccuracies. Axial overloads were calculated by double differentiation of displacement records over time.

A comparison of overloads obtained in various methods when the stand mobile part was dropped from the height of 35 mm is shown in fig. 7. Zero points in time were defined so that the acceleration peaks coincided.

The comparison of overload levels in parameter B4 for a series of three drops from the height of 35 mm is shown in fig. 8. As the figure shows these overload levels are in good agreement.

According to the research tests, the finite element model of the stand was developed and validated under MCS Nastran [14; 15] (fig. 9).

The copra-spring stand structure is a three-dimensional mechanical system of complex design-layout scheme whose parts possess essentially different bending and dissipative characteristics. The finite element method was used for calculation. This calculation was carried out in a nonlinear formulation which made it possible to correctly take into account the stand loading at all the stages using the direct integration method of the equations of motion.

In order to simulate the inelastic nature of the mobile and stationary parts collision at the contact position, an additional force is applied to the central assembly on the stand lower part. The magnitude of the force is chosen in such a way as to avoid reverse movement of the mobile part.

The calculation was carried out using the direct integration method of the equations of motion. The damping parameters were set in such a way that the calculated values of the accelerations corresponded best to the measured ones. As a result, the time dependences of displacements and overloads at the sensor installation sites were determined, and a comparison was made with the experimental results.

In fig. 10 a comparison of experimental (recorded and obtained by video processing) and calculated overloads at the sensor B4 installation site is shown. All the data is given after the low-frequency filtration.
Fig. 7. Comparison of data with accelerometer and video. Drop from the height of 35 mm

Рис. 7. Сравнение данных с акселерометра и видео при сбросе с высоты 35 мм

Fig. 8. Overload comparison. Drop from the height of 35 mm

Рис. 8. Сравнение перегрузок при сбросах с высоты 35 мм

Fig. 9. Finite element model of the movable part of the copra-spring stand

Рис. 9. Конечноэлементная модель подвижной части копрово-пружинного стенда
As the fig. 10 shows it was possible to achieve good agreement between the calculated and experimental data at the fundamental frequency of the stand longitudinal vibrations (~3 Hz for the used set of springs).

The high-frequency component in the overloads records (see fig. 5) is due to the bending vibrations of the stand envelope at the frequency of ~ 55 Hz (53.6 Hz and 55.2 Hz in the calculation model). Such a coincidence of the calculated and experimental tones additionally indicates the correctness of the developed model. It should be noted that this frequency may vary significantly depending on the test object and equipment used.

**Conclusion.** Thus, according to the results of the conducted research tests, it was possible to achieve a good agreement between the calculated and experimental data on overloads at the main frequency of the stand longitudinal vibrations. The developed model may be used to determine the test conditions and loads evaluation of the test object. Before testing, it is recommended to conduct a series of drops without the test object for additional validation of the stand finite element model.
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**PARAMETRIC IDENTIFICATION OF THE HEAT CONDITION OF RADIO ELECTRONIC EQUIPMENT IN AIRPLANE COMPARTMENT**
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A mathematical model of the aircraft avionics thermal state describing the heat exchange of the onboard equipment housing with a honeycomb structure made of a carbon fiber composite, the process of heat transfer of the onboard equipment elements and the airflow is developed. The considered heat transfer process in a heterogeneous medium is described by the boundary value problem for the heat equation with boundary conditions of the third kind. To solve the direct problem of the onboard equipment housing with a honeycomb structure thermal state, the Monte-Carlo method on the basis of the probabilistic representation of the solution in the form of an expectation of the functional of the diffusion process is used. The inverse problem of the honeycomb structure heat exchange is solved by minimizing the function of the squared residuals weighted sum using an iterative stochastic quasigradient algorithm. The developed mathematical model of the onboard equipment in the unpressurized compartment thermal state is used for optimizing the temperature and airflow of the thermal control system of the blown onboard equipment in the unpressurized compartment of the aircraft.

**Keywords:** mathematical model, thermal state, honeycomb structure, parabolic boundary value problem.
The mathematical model will be a system of partial differential equations and ordinary differential equations, the number of which can reach tens or hundreds for real equipment. Therefore, it is necessary to develop effective methods for solving direct and inverse problems in the study of heat transfer of elements of onboard equipment and estimation of the error of parametric identification.

A physical model of the thermal state of onboard equipment in the compartment of the aircraft. The thermal condition of the onboard equipment in the aircraft compartment is formed by external and internal factors. External factors include heat exchange between the outer surface of the avionics and the air environment, radiation heat exchange of the outer surface of avionics and other surfaces in the compartment. Inside the onboard equipment, thermal energy is released by the elements of the onboard equipment and is withdrawn or supplied by the heat supply system [1].

Mathematical model of the thermal state of onboard equipment in the aircraft compartment. The body of the onboard equipment in the aircraft compartment is a structure that includes a heat-protective honeycomb panel made of carbon fiber composite filled with air. The process of heat transfer in honeycomb panels is described by the boundary value problem for the heat equation with discontinuous coefficients. To solve this boundary value problem, the Monte-Carlo method based on stochastic differential equations is used in combination with the method of wandering in moving spheres [2]. In general, the heat transfer process in the carbon fiber panel is described by the equations [1; 3]:

\[
C_{cv}(x)T_{cv}(x) = (\lambda_{cv}(x)F_{cv}T_{cv,x})_x, \quad 0 < x < l, \quad 0 < t \leq t_i; \quad (1)
\]

\[
\lambda_{cv}(x)F_{cv}T_{cv,x} = a_{cv,out}(t)F_{cv}(T_{cv}(t,x) - T_{air,out}(t)) + Q_{cv,out}, \quad x = 0; \quad (2)
\]

\[
\lambda_{cv}(x)F_{cv}T_{cv,x} = a_{cv,in}(t)F_{cv}(T_{air,in}(t) - T_{cv}(t,x)) + Q_{cv,in}, \quad x = l; \quad (3)
\]

\[
T_{cv}(0, x) = T_0(x), \quad 0 < x < l, \quad (4)
\]

where

\[
C_{cv}(x) = \begin{cases} C_{compo}, & x \in compo; \\ C_{air}, & x \in air, \end{cases}
\]

\[
\lambda_{cv}(x) = \begin{cases} \lambda_{compo}, & x \in compo; \\ \lambda_{air}, & x \in air. \end{cases}
\]

It means that the coefficients \(C_{cv}, \lambda_{cv}\) depend on which layer the heat transfer is considered.

In equations (1)–(4) the following notations are used: \(T_{cv}(t, x)\) – the temperature of the honeycomb panel; \(T_{cv,t}\) – the first derivative \(T_{cv}\) of \(t\); \(T_{cv,x}\) – the first derivative \(T_{cv}\) of \(x\); \(C_{cv}(x)\) – volumetric heat capacity of the case honeycomb panel, determined by the heat capacity of the composite \(C_{compo}\) and air capacity \(C_{air}; \lambda_{cv}(l)\) – the thermal conductivity of the honeycomb panel, determined by the thermal conductivity of the composite \(\lambda_{compo}\) and air thermal conductivity \(\lambda_{air}; a_{cv,in}\) – heat transfer coefficient of the outer surface of the equipment housing; \(a_{cv,in}\) – heat transfer coefficient of the inner surface of the equipment housing; \(F_{cv}\) – the area of the equipment body for external and internal heat exchange; \(Q_{cv,out}\) – heat energy of external sources; \(T_{air,out}\) – the air temperature in the compartment; \(t\) – time; \(T_{air,in}\) – air temperature in onboard equipment or its part; \(l\) – the thickness of the honeycomb panel.

The process of heat transfer of the elements of the onboard equipment is presented in the form of an ordinary differential equation describing the convective-radiation heat transfer with the surrounding structures:

\[
T_{mj} = a_{mj,m}F_{mj}C_{mj}(T_{mj}(t) - T_m) + \sum_m g_{jm,m}T_j(t) / T_{mj} - cenv_m F_m / C_m T_m^4 + Q_m / C_m, \quad (5)
\]

where \(T_m\) – the temperature of \(m\)-element of onboard equipment; \(T_{mj}\) – the first derivative \(T_m\) of \(t\); \(a_{mj,m}\) – heat transfer coefficient of \(m\)-element of onboard equipment; \(F_{mj}\) – the area of \(m\)-element of onboard equipment in convective heat exchange; \(C_m\) – heat capacity of \(m\)-element of onboard equipment; \(g_{jm,m}\) – radiation heat transfer coefficient of the system \(“j\)-element – \(m\)-element of onboard equipment”; \(cenv_m\) – emission black ratio of \(m\)-element; \(Q_m\) – heat dissipation or heat absorption energy of \(m\)-element by onboard equipment from the air conditioning system and converted from electrical energy.

The equation of air heat exchange in the unpressurized blown onboard equipment is presented in the form of an
ordinary differential equation describing the convective heat transfer of the inner surface of the housing of the onboard equipment, the elements of the onboard equipment and the enthalpy transfer from one part of the onboard equipment to another:

\[ T_{\text{air},k,j} = a_{\text{cv},\text{out}}(t) F_j / C_{\text{air},j} T_j(t,x) - T_{\text{air},k} + \sum_j a_{\text{cv},j} F_{\text{air},j} / C_{\text{air},j} (T_j - T_{\text{air},k}) + \]

\[ + c_p J_{\text{air},k} F_j / C_{\text{air},k} (T_{\text{air},k-1} - T_{\text{air},k}); \quad x = l, \] (6)

where \( T_{\text{air},k-1}, T_{\text{air},k} \) - air flow temperatures respectively in \((k - 1)\) and \(k\) parts of onboard equipment; \( J_{\text{air},k} \) - the mass rate of the air flow in \(k\) part of onboard equipment; \( F_j \) - the total area of the air channels in \(k\) part of onboard equipment; \( c_p \) - specific heat capacity of air; \( C_{\text{air},k} \) - heat capacity of air in \(k\) part of onboard equipment.

Summation in equation (6) is carried out according to the \(j\)-element included in the \(k\)-part of the onboard equipment.

Heat capacity of air \( C_{\text{air},k} \) is calculated by the equation:

\[ C_{\text{air},k} = c_p \rho_{\text{air},k} (W_{\text{air,ent}} F_{\text{air,ent}} \Delta t + V_{\text{air},k}), \] (7)

where \( \rho_{\text{air},k} \) - air density in \(k\)-part of onboard equipment; \( W_{\text{air,ent}} \) - air velocity at the inlet to the on-board equipment; \( F_{\text{air,ent}} \) - the area of air channels at the inlet to the first part of the on-board equipment; \( V_{\text{air},k} \) - air volume in \(k\)-part of the on-board equipment.

Heat transfer coefficients of surfaces \( a_{\text{cv},\text{out}}, a_{\text{cv},\text{in}}, a_{\text{air}} \) in equations (2)–(6) will be calculated using the methods described in [3; 4].

The coefficients of radiation heat transfer in equation (5) are determined by the Monte-Carlo method [5].

Application of the Monte Carlo method to solve the direct problem of the thermal state of the honeycomb structure of the housing of onboard equipment. In the case where the honeycomb panel (figure) the housing of the onboard equipment is considered as a homogeneous medium with averaged coefficients of volumetric heat capacity and thermal conductivity, heat transfer through the housing of the onboard equipment is described by equations (1)–(4). However, the averaged thermophysical properties of inhomogeneous medium can vary with a change in the direction of heat flow [6]. For this reason, we also consider the determination of the thermal state of a honeycomb panel as a solution to a three-dimensional boundary value problem for the thermal conductivity equation with a discontinuous thermal diffusivity. Due to the peculiarities of the method used, it is assumed that the thermal diffusivity coefficients of the composite and the air are constant.

There is a description of the boundary value problem below. The area in which the boundary value problem under consideration is defined is a rectangular parallelepiped \( G = (-l_1, l_1) \times (-l_2, l_2) \times (0, l_1) \). Where \( G \) is the union of two disjoint subsets: \( G = G_1 \cup G_2 \), where \( G_1 \) - is a subset, corresponding to the frame and plates limiting the panel, \( G_2 \) is the union of subsets, corresponding to the cells with air. The considered heat transfer process takes place on the time interval \([0, T]\) and is described by the following boundary value problem for the heat equation:

\[ \frac{\partial T_{\text{cv}}}{\partial t} = \sum_{x=1}^3 \frac{\partial}{\partial x_i} \left( a(x) \frac{\partial T_{\text{cv}}}{\partial x_i} \right), \] (8)

where

\[ a(x) = \begin{cases} a_{\text{compo}}, x \in G_1, \\ a_{\text{air}}, x \in G_2. \end{cases} \]

\[ \frac{\partial T_{\text{cv}}}{\partial x_1} \bigg|_{x_1=0} = 0; \quad \frac{\partial T_{\text{cv}}}{\partial x_1} \bigg|_{x_1=1} = 0; \] (9)

\[ \frac{\partial T_{\text{cv}}}{\partial x_2} \bigg|_{x_2=0} = 0; \quad \frac{\partial T_{\text{cv}}}{\partial x_2} \bigg|_{x_2=1} = 0; \] (10)

\[ -\lambda_{\text{cv}} \frac{\partial T_{\text{cv}}}{\partial x_3} \bigg|_{x_3=l_1} = a_{\text{cv},\text{out}}(t) (T_{\text{cv}} - T_{\text{air,\text{out}}}(t)); \] (11)

\[ \lambda_{\text{cv}} \frac{\partial T_{\text{cv}}}{\partial x_3} \bigg|_{x_3=0} = a_{\text{cv},\text{in}}(t) (T_{\text{cv}} - T_{\text{air,\text{in}}}(t)). \] (12)
In (8)–(12) equations the following designations are used: \( \alpha_{\text{c, comp}} \), \( \alpha_{\text{v, air}} \) – thermal diffusivity coefficients of the composite and air, respectively; \( \alpha_{\text{v, out}}, \alpha_{\text{v, in}} \) – heat transfer coefficients of the panel surface and the air environment outside and inside the onboard equipment, respectively; \( T_{\text{air, out}}, T_{\text{air, in}} \) – air temperature at the outer side of the panel and the inner, respectively.

In [7] the existence of generalized solutions of boundary value problems with discontinuous coefficients is proved. Moreover, these solutions can be approximated by solutions of boundary value problems, in which the coefficients are the approximations of the initial discontinuous coefficients. For example, it is possible to obtain an approximate solution of the original problem by solving the problem with smoothed coefficients based on integral averaging [8]. In this paper we propose to determine the approximate solution of the problem as a problem with smoothed coefficients by the Monte-Carlo method based on the probability of representation of the solution in the form of a mathematical expectation of the functional of the diffusion process. Initially, in work [9] the estimates of the mathematical expectation of this functional were determined on the basis of the numerical solution of stochastic differential equations by the Euler method. The disadvantage of this method is its great computational complexity. A significant acceleration of the calculation was obtained using the combined method proposed in [2], in which the calculation of the trajectories of the diffusion process in air – filled cells (G2) was carried out by the method of wandering through moving spheres, and along the frame, bounding the plates (G1) and in their close area – by the Euler method. Note that the use of the combined method is possible only in the case of constant thermal properties of the substances that make up the honeycomb panel. A detailed description of the combined method is given in work [2].

Algorithm of parametric identification of mathematical model of thermal condition of onboard equipment. To determine the vector of the coefficients \( \theta \) of the model of the thermal state of the honeycomb panel, the minimum of the function \( \Phi(\theta) \) of the weighted sum of squares of residuals [10] using an iterative minimization algorithm with the derived functions \( \Phi(\theta) \) should be defined. For this purpose, it is suggested to use a variant of the stochastic quasigradient algorithm with variable metric [8], in which approximations to the minimum point are constructed according to the rule:

\[
\theta^{i+1} = \theta^i - \rho_i H^i \nabla^i \Phi, \quad k = 0, 1, \ldots, (13)
\]

where \( H^i \) – a random square matrix of size \( l \times l \), \( \nabla^i \Phi \) – gradient of the objective function at a point \( \theta^i \); \( \rho_i \) – step parameter.

Matrix sequence \( H^i \) is calculated by the scheme:

\[
H^k = \mathbb{I}, \quad H^{k+1} + (I - \beta_i \nabla^i \Phi \cdot (\Delta^i - \theta^i)^2) H^k, \quad \Delta^i = \theta^{i+1} - \theta^i. \quad (14)
\]

Parameter \( \beta_i \) is chosen from the equality

\[
\beta_i = \mu / \left| \nabla^i \Phi \right| \left| \Delta^i \theta \right|, \quad \text{where} \quad \mu < 1, \quad 0 < \mu < 1.
\]

At each step of the algorithm, the step parameter is automatically adjusted \( \rho_i \). If \( \Phi(\theta^{i+1}) > \Phi(\theta^i) \), so \( \rho_{i+1} = \rho_i / \gamma \), where \( \gamma > 1 \) – is a fixed parameter. If \( \Phi(\theta^{i+1}) < \Phi(\theta^i) \), so the following sequence of actions is performed: \( \rho_{i+1} = \rho_i / \gamma \), \( \theta^{i+1} = \theta^i - \rho_i H^i \Phi \), and the calculation \( \Phi(\theta^{i+1}) \), \( i = 0, 1, \ldots \),

These actions are performed until the value of the function \( \Phi \) decreases and the conditions are met: \( \rho_{\min} \leq \rho_{i+1} \leq \rho_{\max} \) (\( \rho_{\min} = \rho_{\max} \) – minimum, maximum step length, respectively) and \( i < i_{\max} (i_{\max} \) – the specified maximum number of iterations to increase the step). The values \( \theta^{i+1}, \rho_{i+1} \) are assumed to be equal to the values \( \theta^{i+1}, \rho_{i+1} \) that are equal to the minimum of the obtained values \( \Phi(\theta) \).


When solving a rigid system of ordinary differential equations, it is proposed to use the implicit Rosenbrock method of the second order [12].

Estimation of the parameters of the mathematical model of the avionics compartment of the aircraft. Verification of the proposed theoretical method was performed for onboard equipment in the aircraft compartment, which is a block of onboard equipment in the body with a honeycomb design. The unit is blown with air from the thermal control system. The air cools or heats the elements of the onboard equipment located in the compartment. The elements of the block are separated by air layers. At the same time, the thickness of the honeycomb structure, temperature and air consumption of the system for ensuring the thermal regime of the onboard equipment unit were optimized.

The main criterion for optimizing the thickness of the honeycomb structure, temperature and air flow of the thermal control system is the air temperature in the equipment unit within the limits of 283.15–293.15 K.

The air temperature in the compartment is adjustable from 253.15 K to 328.15 K [13; 14]. At the same time, the values of the airflow in the thermal control system must be within the range of 1.5–2.0 kg/s.

The coefficient of thermal conductivity of the honeycomb structure of the block body is \( \lambda_{cv} = 8 \cdot 10^{-2} \text{W/(m·K)} \).

The thickness of the honeycomb structure \( l_{cv} \) of the block body took 2·10^{-2}–5·10^{-2} m.

The vector of coefficients of the model

\[
\Theta = [l_{cv} \ T_{\text{sim}} \ G_{\text{sim}}]^T \quad (15)
\]

includes the thickness of the honeycomb structure \( l_{cv} \) in m, the necessary characteristics of the system to ensure the thermal control (the values of air temperature \( T_{\text{sim}} \) in K and air flow consumption \( G_{\text{sim}} \) in kg/s).
Estimates of the coefficients of the model $\hat{\Theta}$ thickness of the honeycomb structure, for temperature and airflow consumption, respectively, are equal:

$$\hat{\Theta} = [0.003 \ 287.4 \ 1.9]'.
$$

Joint confidence intervals $\Delta \Theta^*$ of uncertainty of coefficient estimates (15) $\hat{\Theta}$ with confidence probability $\beta = 0.99$ are, respectively, equal to

$$\Delta \Theta^* = [0.0004 \ 5.0 \ 0.08]' .
$$

Joint confidence intervals $\Delta \Theta^*$ of each of the sought coefficients are obtained by the method given in [15].

**Conclusion.** A theoretical method for determining the parameters of the housing of avionics with honeycomb structures and the system of providing the thermal control of avionics on the basis of the developed mathematical model of the thermal state of avionics of the aircraft is proposed.

The determination of the thermal state of the honeycomb structure is carried out by a combined method, in which the calculation of the trajectories of the diffusion process in the cells filled with air is based on the method of wandering through the moving spheres, and along the frame, limiting plates and in their close area – by the Euler method.

A stochastic quasigradient algorithm with a variable metric is used for parametric identification of the mathematical model of the thermal state of the honeycomb structure of the housing of the onboard equipment.

The proposed method makes it possible to optimize the thermal parameters of the housing of the onboard equipment and the system of ensuring the thermal control in the design of onboard equipment.
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THE DEFINITE QUESTIONS OF SIMULATION OF TRANSFORMABLE SPACE STRUCTURES DYNAMICS
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This paper describes large transformable space structures with various configuration in the folded transport position and in the open working one. As an example, simulation of transformable space structures dynamics is shown for the antenna circuit foldable load-bearing frame with diameter of 5 m. For investigation of the foldable frame deployment dynamics, a design scheme presented by a system of rigid bodies connected with each other by hinges is accepted as it is simple, but at the same time it considers features of the structure well enough. For performing stress analysis of the foldable frame elements during deployment, the frame shape at the certain time point of deployment, when relative velocities of adjacent elements are ultimate, is chosen. As a results of calculation using MSC.Adams software, positions, velocities and accelerations of the centres of mass of the foldable frame elements as well as the angular velocities and accelerations of the elements for each time step of the deployment are obtained. To perform stress analysis of the foldable load-bearing frame, finite element model of the frame is developed using MSC.Patran/Nastran software. As a result of investigation of stressed and deformed states of antenna circuit foldable frame elements both without taking into account damping and with consideration of damping, stresses arising in the foldable frame elements at the certain time points during deployment are found.
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Рассматриваются крупногабаритные трансформируемые космические конструкции, имеющие разные конфигурации в транспортном состоянии и рабочем положении. Моделирование динамики трансформируемых космических конструкций рассмотрено на примере складного несущего силового каркаса антенного контура диаметром 5 м. Для анализа динамики раскрытия принимается простая, достаточно хорошо учитывающая особенности конструкции расчетная схема в виде системы абсолютно твердых тел, связанных между собой шарнирными соединениями. В качестве расчетной схемы для определения напряженно-деформированного состояния элементов каркаса при раскрытии принимается его форма в определенный момент времени, когда относительные скорости соседних элементов максимальны. В результате расчета в программном комплексе MSC.Adams получены координаты, скорости и ускорения центров масс элементов каркаса, а также их угловые скорости и ускорения. Для определения напряженно-деформированного состояния каркаса в программном комплексе MSC.Patran/Nastran построена его конечно-элементная модель.

В результате расчета напряженно-деформированного состояния элементов каркаса без учета и с учетом демпфирования получены значения возникающих в них напряжений в определенные моменты времени.

Ключевые слова: трансформируемые конструкции, динамика, моделирование, движение, конфигурация, модель.
**Introduction.** The intensive development of space technology poses the task of creating fundamentally new large space structures [1; 2]. A necessary stage of their development is a preliminary investigation of the characteristics of both free and controlled such structures' motion by means of mathematical modeling of their dynamics.

Mathematical modeling of dynamics of such structures is a subject of wide research. The main methods of analysis of the mechanical behavior of large space structures are described in [3]. Transformable large space structures have different configurations in the transport state and in the operating position in orbit. As a rule, deployment of the developed transformable structures, is unique process for each considered system, however, in some cases it is possible to find a common way of modeling the dynamics of their deployment. A model that is simple but well enough considering the special features of structures consisting of tens, hundreds and even thousands elements interconnected by hinges is accepted as a design scheme [4–9]. System of differential equations of transformable structure elements motion is usually known as a model of dynamics of such structure, and a numerical solution of these equations is usually understood as the mathematical modeling of structure dynamics.

**Calculation model for the analysis of the deployment of the circuit antenna frame.** Among the large space structures, a special place is occupied by the multi-link transformable circuit antennas, the load-bearing frame of which provides the minimal dimensions of the structure in the folded transport position and required rigidity of the structure in the unfolded working one (fig. 1). The frame consists of one-type elements connected by elastic hinges. The elements can be made of both metals and composite materials (fig. 2). The hinges contain one-sided stops to provide of deployment of the reflector into the opened working position, making desired shape of the reflecting surface its maintenance during operating life. Deployment of considered structures occurs automatically due to potential energy accumulated in the elastic elements of the hinges when the reflector had been being folded into the transport state. Computer modeling of steps of the multi-link load-bearing frame deployment gives us an opportunity to consider various schemes of this process and evaluate correctness of the technical solutions incorporated in the structure's scheme at the project level.

Modeling of deployment of the load-bearing frame with a diameter of 5 m using MSC.Adams and MSC. Patran/Nastran software is under consideration [10].

---

**Fig. 1.** The spacecraft with circular transformable antennas with diameters of 20 m

Рис. 1. Космический корабль с трансформируемыми кольцевыми антеннами диаметром 20 м

**Fig. 2.** The elements of transformable space structures:

- **a** – shaped rectangular panels;
- **b** – thin-walled quill rods of unidirectional carbon fiber reinforced polymer with longitudinal fibers orientation

Рис. 2. Элементы трансформируемых космических конструкций:
- **a** – прямоугольные профилированные панели;
- **b** – тонкостенные трубчатые стержни из однонаправленного углепластика с продольным расположением волокон
The folding load-bearing frame consists of two packets of shaped rectangular panels 550 × 230 × 6 mm (13 panels per package) one side of which is pivotally connected with the spacecraft, and another side the same way is connected with short closing panel.

As a design scheme for studying of dynamics of the antenna folding frame deployment using MSC.Adams, a system of rigid bodies interconnected by hinges is accepted. At a certain relative position of the adjacent panels during the deployment, restrictions limiting mutual angular displacement of panels are applied to provide holding of the antenna frame in the operating unfolded position. The panels of the foldable antenna frame are connected with each other by external and internal hinges modeled by means of “axial joint” elements (Revolute Joint in terms of Adams software). Torsion springs in the hinges are modeled by means of elastic and dissipative elements with linear dependencies of the moments from the opening angles and the relative angular velocities of the panels (Torsion Spring in terms of Adams software), the stiffness coefficient, viscous resistance coefficient and preliminary angles of twist of the springs for which are given. The external and internal hinges have different preliminary angles of twist, which have been chosen the way to provide a circle shape of the folding load-bearing frame in the operating unfolded position.

The panels are modeled by rigid rectangular parallelepipeds with dimensions of 550 × 230 × 6 mm. The density of the equivalent material of the panels in Adams is chosen so that the mass of the simulated non-profiled panels is equal to the mass of the real profiled panels. The moments of inertia of the panels in Adams are taken equal to the moments of inertia of the real profiled panels. Free ends of the panels placing in the base of the left and right packets are considered to be hinged.

The power characteristic of each of the elastic and dissipative elements modeling the torsion spring in the hinges [11–13] is determined by the following ratio

\[ M_i(\varphi_i, \dot{\varphi}_i) = c_i(\varphi_{im} - \varphi_i) - \mu_i \dot{\varphi}_i, \]

where \( c_i \) is the stiffness coefficient of the \( i \)-th spring; \( \mu_i \) is the coefficient of viscous resistance of the \( i \)-th spring; \( \varphi_i \) is the current opening angle of adjacent panels; \( \varphi_{im} \) is the preliminary angle of twist of the \( i \)-th spring.

At a certain relative position of the adjacent panels when they are opening, and the opening angle \( \varphi_i \) reaches a certain value \( \varphi_{aop} \) corresponding to operating position of panels, restrictions limiting the mutual angular displacement of the panels are applied to panels by the certain making of their hinges. Physically the restrictions are made as various stops, which are modeled by massless elastic and damping elements with nonlinear dependency of the moment from the opening angle and can be written as

\[ M_{aop}(\varphi_i, \dot{\varphi}_i) = \begin{cases} 0, & \text{if } \varphi_i < \varphi_{aop} \\ -c_{aop}(\varphi_i - \varphi_{aop}) - \mu_{aop} \dot{\varphi}_i, & \text{if } \varphi_i \geq \varphi_{aop}, \end{cases} \]

where \( c_{aop} \) is the stiffness coefficient of the \( i \)-th elastic element; \( \mu_{aop} \) is the coefficient of viscous resistance of the \( i \)-th damping element; \( \varphi_{aop} \) is value of the opening angle of adjacent panels, when the placing on the stop is getting; \( \dot{\varphi}_i \) is the relative angular velocity of the adjacent panels.

When moving, adjacent panels can rotate towards each other and touch each other. The model contains stops preventing a contact between the panels. They are presented by massless elastic elements with nonlinear dependency of the moment from the opening angle

\[ M_{cont}(\varphi_i) = \begin{cases} 0, & \text{if } \varphi_i > \varphi_{cont}, \\ -c_{cont}(\varphi_i - \varphi_{cont}), & \text{if } \varphi_i \leq \varphi_{cont}, \end{cases} \]

where \( c_{cont} \) is the stiffness coefficient of the \( i \)-th elastic element; \( \varphi_{cont} \) is value of the \( i \)-th opening angle, when the adjacent elements are in contact.

As a result of calculations, dependencies of coordinates, speeds and accelerations of centres of mass of the load-bearing frame panels from time, as well as dependencies their angular speeds and accelerations from time were received.

**Analysis of stressed state of the frame elements.**

The stressed state of the elements of the load-bearing frame during its deployment is determined by the impact loads arising when the adjacent frame panels are placing on the stops. The impact loads are obtained from the analysis of the frame deployment dynamics using the MSC. Adams software.

Simulation shows that the panels of the load-bearing frame are placed on the stops at the different time points. At each time point, various groups of panels in different places of the frame reach their stops. Several time points are chosen when relative velocities of the adjacent panels from the certain group are ultimate.

To investigate the stressed state of the load-bearing frame panels during deployment, in MSC. Patran/Nastran software the frame shape at the selected moments is adopted as a design scheme. At each considered moment it is supposed that panels are placed on their stops and the structure behaves as an elastic rod with specified characteristics. This approach gives the safety margin, since the mobility of frame panels relative to each other leads to reduction of real stresses due to the loss of kinetic energy in the joints.

Knowing value of the angular velocity of the hinged first panel of one of the packets and knowing values of the angular velocities of the other panels of the packet, the velocity field at the certain points of each panel of the packet is determined by the formula

\[ \mathbf{v}_a = \mathbf{v}_p + \mathbf{\omega} \times \mathbf{r}, \]

where \( \mathbf{v}_p \) is the speed of the poles, for which each joint on the antenna frame from the attachment base point to the short closing panel is consistently accepted; \( \mathbf{\omega} \) is the angular velocity vector of the corresponding panel; \( \mathbf{r} = \mathbf{r}_c - \mathbf{r}_p, \mathbf{r}_p \) is the radius vector of the pole, \( \mathbf{r}_c \) is the radius vector of the point, where the velocity is determined. The radius vectors are specified in the inertial frames of reference whose origins are located at the places of hinge fastening for each frame packet on a rigid base. Velocities of the opposite packets panels are taken equal in magnitude and opposite in direction. Thus, the opening of the frame occurs symmetrically.
The angular velocities of the panels as well as the velocities of their centres of mass (hereinafter used to test calculation of velocities of the selected model points) obtained for each time step of the deployment calculation are exported from Adams to a certain file as a table. To find velocities of the model selected points from the dependency given above for each selected moment of time a C++ program was written.

To perform stress analysis of the frame panels, finite element model of the frame was built using MSC.Patran/Nastran software. Analysis of the stressed and deformed state of antenna frame was carried out by means of Direct Transient Response analysis (SOL 109, study of transient process) both without taking into account damping and with consideration of damping.

Each panel is divided into ten “beam” finite elements. In total, the model consists of 270 such elements. All finite elements including elements at the panel boundaries are rigidly connected to each other. The panels placed at the base of the left and right packet are considered to be clamped by their free ends.

As a dynamic model of the folding frame the finite element model is accepted

\[ M \ddot{u} + D \dot{u} + Ku = P, \]

where \( M, D, K \) are mass, damping and stiffness matrices respectively, \( P \) is the external loads vector, \( u \) is the vector of nodal displacements, \( \dot{u} \) is the vector of nodal velocities. In our case \( P = 0 \).

Calculated values of velocities in the selected points of the frame model are taken as initial conditions for calculation of the transient process using MSC. Nastran software, that is, when \( t = 0 \): \( \dot{u}(0) = \dot{u}_0, \ u(0) = u_0 \), where \( u_0, \dot{u}_0 \) are vectors of the initial nodal displacements and velocities.

In accordance with the recommendations presented in the MSC. Nastran user manuals, transient response analysis time integration step should be selected taking the conditions as at least ten steps per response period time for the maximal frequency of interest. Then, if we take into account first ten frequencies of natural oscillations of the antenna frame in the plane of deployment, in our case the time integration step will be equal to

\[ \Delta t = \frac{T_{00}}{10} = \frac{1}{10 \cdot f_{10}} = \frac{1}{10 \cdot 9 \text{Hz}} \approx 0.01 \text{sec}. \]

At the same time, it is recommended to take the time integration step finding within \( \Delta t = 10^{-4}...10^{-3} \text{ sec} \) interval, so to obtain more accurate stress values, the time integration step during the calculations was taken equal to \( \Delta t = 10^{-3} \text{ sec} \).

Structural damping in Direct Transient Response analysis is taken into account by usage of the equivalent viscous damping. For the sinusoidal displacement response with constant amplitude, the structural damping force is constant and the viscous damping force is proportional to the frequency. For such a response, the two damping forces are equal at some frequency. Having done calculations without damping it was clear that the frequency of the structure oscillations under the impact had closed value to the second natural oscillations frequency in the plane of the opening of the frame. So the second natural oscillations frequency was chosen as a frequency of equivalence of structural damping and viscous one.

As a result of investigation of stressed and deformed states of antenna circuit foldable frame elements both without taking into account damping and with consideration of damping, stresses arising in the foldable frame elements at the certain time points during deployment are found.

Fig. 3 shows the stressed state of the antenna frame at the time point of \( t = 5.925 \text{ sec} \).: when small stresses occur, looking all considered cases. The values of the stresses occurring in the panels are shown the same.
Conclusion. It is possible to reduce or even exclude impact loads during the process of uncontrolled deployment by reducing the initial potential energy of the springs, i.e. by changing the elastic characteristics of the spring elements included in the structure. At the same time, the angular velocities at the time of placing of adjacent structural elements on the stops will accordingly decrease. This will lead to decreasing of the velocities determining the magnitude of the impact impulse acting on the considered elastic transformable structure. However, this way is not always possible, since besides the smooth and reliable deployment of the transformable structures, it is necessary to guarantee their following operation in orbit. Therefore, in order to provide a controlled transformation of the system from the transport folded position to the operating opened one, it is necessary either to develop the structure with an additional cable synchronization system, or to replace the springs by operating drives. This will significantly complicate the structure and increase its mass. It is possible to create large transformable space structures in orbit, using for their deployment actuators made of materials with a shape memory effect [14; 15].

There are several types of actuators based on materials with shape memory effect. One of them can be called a one-dimensional direct-acting actuator, the another one – an actuator with aftereffect, which uses a spring or differential drive making an active retarding force and damping for creating force of actuator itself.
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The shunt converter is one of the three energy conversion channels in modern power supply systems of a spacecraft. The block diagram showed that all nonlinearity of the system can be reduced to nonlinearities of two multiplication links and nonlinearity of a pulse-width modulator. The possibility and acceptability of joint linearization of each of the specified nonlinear multipliers with a pulse-width modulator at the selected operating point is shown. A linearized block diagram of the control object was obtained, after which the transformation and simplification of the block diagram to a convenient form for calculation was carried out. Using the transfer functions of the linearized block diagram, the logarithmic frequency characteristics were calculated analytically and the results of their comparison with the frequency characteristics obtained experimentally on a simulation model, which confirmed their identity in the working frequency domain, were presented. At the same time, the specified simulation model of a shunt pulse converter, built in the Simulink package of the Matlab design environment, took into account all the mentioned nonlinearities of the real converter. According to the obtained logarithmic characteristics, a classical synthesis of the analogue prototype correcting section was produced. The transition from the analog correcting section to the implementation of the digital correcting section is shown. Simulation modeling of a closed-loop power supply system with a synthesized analog controller, in its mode of operation from a solar battery, confirmed the correctness of the methodology and the achievement of the goals. The results of the work are intended to create a new onboard energy conversion equipment for power supply systems of high-potential spacecrafts. The scope of application of the project results is space instrumentation.

Keywords: synthesis of digital controller, technical optimum, simulation modeling, shunt converter, power supply system, spacecraft.
Представлена методика синтеза цифрового регулятора для канала преобразования энергии солнечной батареи в системе электропитания космического аппарата, основанная на исходной функциональной схеме импульсного преобразователя и методе коммутирующих разрывных функций. В соответствии с методикой, формально представленной в виде восьми последовательно выполняемых пунктов, в базисе коммутирующих функций разработана структурная схема импульсного преобразователя, который входит в качестве примера для проверки методики. Шунтовой преобразователь является одним из трех каналов преобразования энергии в современных системах электропитания космических аппаратов. Структурная схема показала, что все нелинейности системы можно свести к нелинейностям двух звеньев умножения и нелинейности ширино-импульсного модулятора. Показана возможность и допустимость совместной линеаризации каждого из указанных нелинейных звеньев умножителей с широтно-импульсным модулятором в выбранной рабочей точке. Получена линеаризованная структурная схема объекта управления, после чего проведено преобразование и упрощение структурной схемы к удобному для расчета виду. По передаточным функциям линеаризованной структурной схемы априори рассчитаны логарифмические частотные характеристики и приведены результаты их сравнения с частотными характеристиками, снятые экспериментально на имитационной модели, которые подтвердили их идентичность в рабочей частотной области. При этом указанная имитационная модель шунтового импульсного преобразователя, построенная в пакете Simulink среды проектирования Matlab, учитывала все упомянутые нелинейности реального преобразователя. По полученным логарифмическим характеристикам произведен классический синтез аналогового корректирующего звена прототипа. Показан переход от аналогового корректирующего звена прототипа к реализации цифрового корректирующего звена. Имитационное моделирование замкнутой системы электропитания с синтезированным аналоговым регулятором в режиме ее работы от солнечной батареи подтвердило правильность методики и достоинство поставленных целей. Результаты работы предназначены для создания новой бортовой энергопреобразующей аппаратуры систем электропитания перспективных космических аппаратов. Областью применения результатов проекта является космическое приборостроение.

Ключевые слова: синтез цифрового регулятора, технический оптимум, имитационное моделирование, шунтовой преобразователь, система электропитания, космический аппарат.

Introduction. One of the most important onboard systems of automatic spacecraft (SC) is the power supply system (PSS), which is a combination of primary and secondary current sources, energy conversion equipment and output voltage stabilization with the necessary control and automation [1; 2].

When developing a PSS of a SC, it is necessary to take into account many disturbing influences that affect the quality of the output voltage, the static and dynamic characteristics of the PSS adversely. Such impacts include changes in load resistance and power supply sources, degradation of primary energy sources, etc., which, in turn, leads to the need in building an automatic control system that ensures stable PSS operation with a given accuracy over the entire range of changes in these disturbances.

At present, control systems (CS) on an analog element base [3–7], which are often called analog control systems for short, are widely used in the PSS of a SC. When solving problems of improving the reliability of the PSS and at the same time improving its overall mass and functional characteristics, it becomes obvious that analog control systems fit the physical limit of the possibility of improving their functional parameters and overall mass characteristics [8].

The next stage in the development of the PSS of a SC is the transition to control systems built on a digital element base, also called digital control systems (DCS). Digital control systems, compared to analogue CSs, can provide [9] higher reliability, reduced weight and dimensions of the power supply system (including the cable network), and electronic anticontrolmeasures of transmission of the control signal.

In addition, digital control will allow to expand the functionality of the CS, simplify the creation of their modifications and embeddability of various devices in the structure. Digital control systems for their intended purpose allow to exchange data with the on-board control complex over a high-speed data interface, and this function is already widely used. However, the systems of direct digital control of energy-converting equipment, including pulse converters of electrical energy parameters, despite these obvious advantages, are practically not used at the moment, and analog control systems are widely used. This situation in the field of direct digital control systems application is connected with the fact that digital systems contain analog-digital converters, digital blocks for implementing signal modulators and digital communication interfaces for closing negative feedback circuits. As it is well known digital nodes and blocks cause delays in signals that are similar in nature to breaks of transport delays, which complicates the synthesis of correcting sections greatly.

Purpose. The purpose of this work is to develop a method of synthesis of the digital controller for a solar energy conversion channel of a solar battery in a power supply system of a spacecraft.

Method of synthesis of the digital controller. The method of synthesis of the digital controller will be considered in the following sequence:

1. Develop a mathematical model of a pulse converter (control object) in the form of a block diagram con-
structured in the basis of discontinuous switching functions according to a given functional diagram.

2. Select nonlinear links and linearize them at a given operating point on the block diagram obtained in the basis of discontinuous switching functions, presenting each nonlinear link by a combination of linearized links, in order to obtain a linearized block diagram of the control object.

3. Determine the necessary transfer functions of the system, including the linearized transfer function of the open-ended control object based on the obtained linearized block diagram.

4. Compare the frequency characteristics of the linearized open unadjusted control object, obtained from its linearized transmission links, with the experimental “low-signal” frequency characteristics of the open unadjusted control object, taken on its simulation model built in the Simulink package of the Matlab design environment; if the compared frequency characteristics coincide with a given quantitative accuracy, the linearized model can be considered adequate.

5. Build a family of frequency characteristics of an open unadjusted control object using its linearized transfer functions at the “extreme” operating points of the system, meaning the “extreme” working points of the steady state point of the controlled object at the minimum and maximum values of all disturbing factors.

6. Synthesize the necessary type of analog correction link and its parameters assuming that the linearized model adequately describes the control object and using the classical methods of synthesizing linear control systems for this reason.

7. Build a simulation model (for example, in the Simulink package of the Matlab design environment) of a closed-loop control system with the parameters of the corrective element obtained in step 6, and check the static and dynamic characteristics of the synthesized analogue controller.

8. Make a z-transformation of the transfer function of the discrete circuit and synthesize a digital correction link using the known transfer function of the analog correction link and a bilinear transition. If necessary, check the dynamic characteristics of the automatic control system (ACS) with a digital correction link on the simulation model in the Matlab environment, taking into account the delay.

The control object for the direct digital control system is the voltage stabilization module (VSM) of the energy-conversion complex, which includes three types of energy conversion channels:

- “SIB conversion channel” intended to convert the energy of on-board solar batteries into a constant stabilized output bus voltage to which the load is connected;
- “memory conversion channel” intended for charging onboard batteries with a stabilized current, the value of which can be changed by an external signal;
- “StB conversion channel” intended to convert the energy of the on-board storage batteries into a constant stabilized voltage of the output bus to which the load is connected;

Each of the energy conversion channels is a power pulse converter of electrical energy with or without feedback, providing a given law of operation. It can be made on the basis of parallel connection of several pulse converters. The number of channels, the number of parallel-connected converters in the channel and the order of their inclusion is determined by the load power, the number of solar and rechargeable batteries, and the accepted operation algorithm.

Let us consider the PSS of a SC when operating a SIB conversion channel, made on the basis of a shunt converter (fig. 1), on the topology of a boost converter ($L_1$, $VT_1$, $VD_1$, $C_3$) with negative feedback implemented by a digital control system (DCS). Since the solar battery operates on the current branch of its current-voltage characteristic, it was represented in this diagram as a current source $I_{SlB}$. The feedback signal $U_f$ from the voltage sensor VS, connected to the output of the SIB channel, is converted by the ADC into digital for, subtracted from the signal of the setting voltage $u$ and then through the correcting element CS, the digital pulse-width modulator PWM and driver D are fed to the power switch $VT_1$ of the shunt converter.

![Fig. 1. Functional diagram of the shunt converter with a digital control system](image)

Рис. 1. Функциональная схема шунтового преобразователя с цифровой системой управления
The scheme uses a pulse-width modulator of the first kind (PWM1) with a delay of one sweep signal. It is PWM1 that is implemented in digital control systems based on microcontrollers. The current source $I_L$ is designed to simulate the disturbing effect of the load current on the stabilization system. The input filter, assembled on elements $C_1$, $C_2$, $R_1$, is intended [10] for smoothing the voltage ripples on the solar battery (current source $I_{SB}$). The output filter $C_3$ is designed to smooth the ripple on the load, indicated by the equivalent resistance $R_L$.

To implement the proposed method for the synthesis of a corrective element, in accordance with step 1, it is necessary to present a mathematical model of a shunt energy converter in the form of a structural diagram built in the basis of discontinuous switching functions. The digital control system, at this stage of the study, is considered ideal, assuming that the ADC performs the conversion instantaneously with infinitely high frequency, and the adder $S1$ and the corrective section of the short circuit are equivalent under these assumptions to the ideal analog link. Such a structural scheme, built according to the method described in [11], is presented in fig. 2. This block diagram is obtained by representing the inductances $L$ and the capacitances $C$ of the shunt converter by ideal integrators with the corresponding coefficients $1/L$ and $1/C$.

The resistors in the power circuit of the shunt converter are replaced by instantaneous links with transfer coefficients $R$, if it is a current-to-voltage link, or $1/R$, if it is a voltage-to-current link. The summation of voltages and the currents in the respective voltage circuits and current nodes reflect the adders $S1$–$S6$ of the block diagram. The key part of the shunt converter, consisting of the power transistor $VT1$ and diode $VD1$, is represented by two unidirectional controlled transmission links made in the form of multipliers marked with $X$. And one of the links $X1$ plays the role of the current transfer link $i_{L1}$ of the input choke $L1$ to the output capacitor $C3$, and the second $X2$ takes the role of the transmission link of the output voltage $U_{C3}$ in the input circuit of the choke $L1$. Both links of the multipliers $X1$ and $X2$ are controlled by a common signal $(1-F_K(t))$, which is fed to their control inputs. As it was mentioned above, an ideal digital control system is analog and consists of an instantaneous voltage sensor with a transfer coefficient $C_S$; source of voltage $u(t)$; adder $S7$; analog model of the correcting section (AMCS), with an unknown transfer function and analog model of a pulse-width modulator (AM PWM), which in its turn converts a continuous signal $x(t)$ acting on the output of the AMCS in a pulse signal $F_K(t)$, which is a switching function of the shunt converter, and accepts values “0” or “1”. The analog models of the corrective link of the AMCS and the pulse-width modulator AM PWM will be understood as some decisive blocks of an analog computer that implement the corresponding signal conversion functions. This condition will allow us to present block diagrams in the form of temporary functions.

The block diagram of fig. 2 which is built in the basis of switching discontinuous functions, clearly shows all the internal feedbacks of the shunt converter and the role that these connections play in the system, and also allows one to select non-linear transmission links.

In this diagram, the nonlinear signal transmission links are the pulse-width modulator PWM (its analog model) and the multipliers $X1$, $X2$, which are described by the relations

\[
\begin{align*}
    i_c(t) &= [1-F_K(t)] \cdot i_{L1}(t), \\
    u_c(t) &= [1-F_K(t)] \cdot u_{C3}(t),
\end{align*}
\]

where $i_c(t)$, $u_c(t)$ – are output signals of multipliers $X1$, $X2$; $i_{L1}(t)$, $u_{C3}(t)$ – are input signals of the multipliers (state variables of the described dynamic system), which are fed to the “power” input of the corresponding multiplier; $[1-F_K(t)]$ is a control signal that is generated by a PWM block and is fed to the control inputs of both multipliers.

Assuming that the continuous part of the SIB transform channel (control object) has the properties of a low-pass filter, which is naturally always performed with high quality requirements for the output voltage, the impulse switching function $[1-F_K(t)]$ can be reduced to a continuous function. Indeed, in the steady state operation of the system, a continuous signal $x(t)$ at the input of AM PWM can be represented as the sum of the constant component of the signal $X_0$, which characterizes the operating point of the steady state mode, and the small deviation $dx$ of this signal from $X_0$. In this case, the output of AM PWM sets the switching function $F_K0$, the relative duration of which will correspond to the signal $X_0$, if the signal $x(t)$ is normalized and its maximum value is equal to one. Thus, the representation of the ideal signal $x(t)$, expressions (1), describing the operation of multipliers, can be rewritten in the form (2), where the time dependence of the values used is not indicated to simplify the expression.

\[
\begin{align*}
    i_c &= (1-x) \cdot i_{L1}, \\
    u_c &= (1-x) \cdot u_{C3}.
\end{align*}
\]

Since now expressions (2) describe the product of continuous functions, they can be linearized by the formula for finding the differential of the product, which allows us to obtain

\[
\begin{align*}
    di_c &= (1-X_0) \cdot di_{L1} - I_{L10} \cdot dx, \\
    du_c &= (1-X_0) \cdot du_{C3} - U_{C30} \cdot dx,
\end{align*}
\]

where $di_c$, $di_{L1}$, $du_c$, $du_{C3}$, $dx$ - are small deviations of the corresponding signals from their steady-state values $I_{L10}$, $I_{L0}$, $U_{L0}$, $U_{C30}$, $X_0$. According to expressions (3), each of the multipliers and analog models of PWM, which are nonlinear links, are replaced by two linear instantaneous links [12] with transfer coefficients $(1-X_0)$, $I_{L10}$ and $(1-X_0)$, $U_{C30}$, respectively, as well as adders (subtractors) $S8$ and $S9$, as shown in fig. 3. Since the rest sections of the block diagram in fig. 2 are linear, then the whole system becomes linearized. However, it should be remembered that in a linearized system, the variables are small deviations of signals from their steady-state value, therefore these signals are marked with a “tilde” icon.

Further simplification of the linearized block diagram and its reduction to the form shown in fig. 4 is a cumbersome task rather than a complex one.
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Fig. 2. Block diagram of the shunt converter with input filter and control system

Рис. 2. Структурная схема шунтового преобразователя с входным фильтром и системой управления

Fig. 3. Linearized block diagram of the shunt converter with input filter and control system

Рис. 3. Линеаризованная структурная схема шунтового преобразователя с входным фильтром и системой управления
Formulas 4–6 allow us to determine the transfer functions of the links \( W_i(p) \) – \( W_3(p) \) shown in fig. 4:

\[
W_1(p) = \frac{\hat{I}_c(p)}{X(p)} = \left[ \frac{U_{c30} \left( \frac{L_1}{R_{l1}} \right)}{R_{l1}} \left( \frac{1}{1 + \frac{R_1}{R_{l1}C2p+1}} \right) - \hat{I}_c \right] ; \quad (4)
\]

\[
W_2(p) = \frac{\hat{I}_c(p)}{I_{slb}(p)} = \left[ \frac{1}{R_{l1}} \left( \frac{1}{1 + \frac{R_1}{R_{l1}C2p+1}} \right) \left( \frac{1}{1 + \frac{R_1}{R_{l1}C2p+1}} \right) - \hat{I}_c \right] ; \quad (5)
\]

\[
W_3(p) = \frac{\hat{U}_{c3}(p)}{I_3(p)} = \left[ \frac{1}{R_{l1}} \left( \frac{1}{1 + \frac{R_1}{R_{l1}C2p+1}} \right) \left( \frac{1}{1 + \frac{R_1}{R_{l1}C2p+1}} \right) - \hat{I}_c \right] . \quad (6)
\]

Checking the adequacy of the obtained linearized structural diagram in fig. 3 and the simplified block diagram in fig. 4, which can also be called small-signal models of the system, is carried out according to the method given in [13]. This technique means to make a simulation model of a pulsed shunt converter with open-loop feedback in the software design environment Matlab.

Simulink; to take down logarithmic amplitude and phase-frequency characteristics on this model using the means provided by the software environment during the experiment; to compare the characteristics obtained experimentally on the model, with the characteristics calculated by the small-signal model (linearized block diagram) with a broken feedback loop. Feedback loop in fig. 3 is broken at the output of the analog model of the correcting section AMCS, and the delay link, shown conventionally by a dotted line, is not yet taken into account. This means that in the synthesis of the transfer function of the correcting element, the influence of the delay is neglected. The test signal is sent to the system input \( x(t) = X_0 + (dx) \sin(\omega t) \), while \( X_0 \) determines the operating point of the steady state, the “small” amplitude \( dx \) of the sine determines the small deviation from the operating point, and the frequency \( \omega \) changes in the desired range. The transfer function of an open object with respect to a control action, the adequacy of which is further proved, will have the form (7), with \( \hat{I}_c = 0 \) and \( I_{slb} = 0 \).

\[
W_4(p) = \frac{\hat{U}_{c3}(p)}{X(p)} = W_4(p) \cdot W_2(p). \quad (7)
\]

The results of such a test are presented in fig. 5. Dependencies shown in fig. 5 confirm the adequacy of the linearized block diagram in fig. 3 and the simplified scheme in fig. 4 in the considered frequency range.

To determine the parameters of the correcting section, in accordance with paragraph 6 of the proposed methodology, it is necessary to build a family of Bode diagrams of an open loop uncorrected system at the “extreme” operating points. The definition of “extreme” operating points becomes clear if we pay attention to the fact that in expressions 4–6, the electrical parameters of the circuit characterizing its mode of operation are used as transfer coefficients of the links, for example, \( U_{c30}, X_0, I_{lo} \), which, in turn, depend on current \( I_{slb} \) and load resistance \( R_L \). Fig. 6, a shows the families of characteristics when the current of the solar battery \( I_{slb} \) is changed and the load...
resistance $R_i$ is in the range from their minimum value to the maximum, which explains the use of the term “extreme” operating points.

Based on this family of characteristics, obtained according to a linearized block diagram and presented in fig. 6, a, in accordance with paragraph 6 of the proposed methodology, the type of correcting section (7) and its coefficients were synthesized:

$$ W_{cs}(p) = \frac{\hat{X}(p)}{g(p)} = K \frac{T_p p + 1}{p(T_p p + 1)}, \quad (8) $$

where $K = 2.4 \cdot 10^4 \text{c}^{-1}$; $T_1 = 0.005 \text{s}$; $T_2 = 6.6 \cdot 10^{-6}$.

The Bode diagrams of the corrected system, corresponding to the same “extreme” points of the variation range of the parameters, are presented in fig. 6, b, from which it is possible to determine the obtained stability reserves (16 dB, 35 degrees) with the worst combinations of the considered parameters.

To test the dynamic characteristics of the SIB channel, in the Simulink package of the Matlab design environment, its simulation model was built (fig. 7, a) with closed feedback and a synthesized analog correcting section (8). The model parameters are presented in table, the internal structure of the PWM1 unit is shown in fig. 7, b, and the scheme of the TI trigger subsystem is shown in fig. 7, c. If it is necessary, the proposed simulation model can take into account and verify the effect of the delay section, which, according to the authors of [14], does not allow accurate calculation of the correcting section parameters and requires their experimental verification.

The results of the simulation modeling of the SC PSS during SIB channel operation with closed feedback and a synthesized corrective link are shown in fig. 8.

Analysis of the simulation modeling results shows that when the $I_n$ load current varies in the range from 3 to 7 A, the steady-state voltage $U_n$ on the power bus of the power supply load does not change, which indicates a zero static control error. From the given time diagrams it can be seen that with sharp changes in the load current $I_n$, the voltage spikes $U_n$ do not go beyond the permissible range. The overshoot of voltage during load dropping is 0.8 %, the voltage fall during load rise is 0.94 %, the durations of transient processes during loading current dropping and rise are 3.3 ms and 4.3 ms respectively.

The obtained transfer functions and the achieved dynamic characteristics correspond to the analog correcting section. To determine the parameters of the transfer function of the corresponding discrete correcting section, it is necessary to implement the bilinear form of the transition from the Laplace transform to the $z$-transform, by replacing the Laplace operator $p$ [15] in the transfer function $W_s(p)$ (analogue function of the prototype):$$ W_s(z) = W_s(p) \bigg|_{p = \frac{2(z-1)}{T(z+1)}}, \quad (9) $$

where $T$ is the sampling period of the digital correcting section. After that, it is necessary to reduce the transfer function to the canonical form (10).
Авиационная и ракетно-космическая техника

Fig. 6. Bode diagrams:

а — open-loop uncorrected system; б — open-loop corrected system

Рис. 6. Логарифмические частотные характеристики:
а — разомкнутой нескорректированной системы; б — разомкнутой скорректированной системы

$A1, F1: \chi_0 = 0.9324, I_{\text{BMB}} = 7.4A, R_L = 200\Omega$

$A2, F2: \chi_0 = 0.3243, I_{\text{BMB}} = 7.4A, R_L = 20\Omega$

$A3, F3: \chi_0 = 0.8936, I_{\text{BMB}} = 4.7A, R_L = 200\Omega$

$A4, F4: \chi_0 = 0.2908, I_{\text{BMB}} = 4.7A, R_L = 30\Omega$
Fig. 7. Simulation model: 

а – energy conversion channel SlB; б – subsystem model PWM1; в – subsystem model T1

The parameters of the simulation model elements of the shunt converter

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>С1</td>
<td>1 µF</td>
<td>С2</td>
<td>1 µF</td>
</tr>
<tr>
<td>R1</td>
<td>10 Ohm</td>
<td>I_{in}</td>
<td>7.4 A</td>
</tr>
<tr>
<td>L1</td>
<td>170 µF</td>
<td>Diodel</td>
<td>Ideal</td>
</tr>
<tr>
<td>R_{d1}</td>
<td>33 mOhm</td>
<td>F</td>
<td>100000Hz</td>
</tr>
<tr>
<td>C3</td>
<td>1200 µF</td>
<td>U_{3}</td>
<td>Setpoint voltage: 1V</td>
</tr>
</tbody>
</table>

Varies in range 13.5 ... 135 Ohm
Impulse: from 0 to 4 A.
For the transfer function of the correcting section with the parameters specified in (8), the coefficients of expression (10) have the following numerical values: 

\[ b_0 = 51.7759; \quad b_1 = 0.1034; \quad b_2 = -51.6724; \quad a_1 = 1.1380; \quad a_2 = -0.1380; \quad T = 10^{-5} \text{s}. \]

(10)

Expression (10) makes it easy to go to the recurrence relation (11) and the difference equation (12)

\[ x(i) = \sum_{j=0}^{m} b_j \cdot x(i-j) + \sum_{j=0}^{m} a_j \cdot x(i-j), \]

(11)

where \( j = 0,1,\ldots,m \) is the number of coefficients in the expression (10), \( i \) is the current reading of the input \( g(i) \) and output \( x(i) \) signals of the correcting section.

\[ x(k) = b_0 \cdot g(k) + b_1 \cdot g(k-1) + b_2 \cdot g(k-2) - a_1 \cdot x(k-1) - a_2 \cdot x(k-2). \]

(12)

Differential equation (12) allows us to calculate the output signal of the digital correcting section from the readings of the input signal, thus realizing the digital implementation of the obtained analog correcting section, in accordance with paragraph 9 of the proposed method. The loading diagram of the synthesized correcting section, which is also a numerical simulation model of a digital controller, is shown in fig. 9. This scheme is constructed according to expression (12), and the \( z^{-1} \) link presented in the diagram is a delay link for one sampling rate period.

Fig. 10 shows the timing diagrams of the output voltage, obtained by abruptly changing the load current, with analog and digital correcting sections.

The diagrams shown in fig. 10 are obtained on a simulation model of a closed SAR (fig. 7) with an analog correcting section, the parameters of which are given on the model, and with a digital correcting section (10) under the same conditions as the SAR with an analog correcting section.

Comparison of timing diagrams in fig. 10 with timing diagrams in fig. 8 shows that they differ quantitatively by no more than 0.01–0.02 V, that is, they practically coincide.

**Conclusion.** The method of synthesizing a digital controller for a channel of converting the solar battery energy in a power supply system of a spacecraft based on a block diagram of a converter and on the method of switching discontinuous functions has been developed.

On the basis of the proposed methodology, the type and coefficients of the correcting section were selected, providing the necessary stability stocks.

The parameters of the correcting section are chosen so that the characteristics of the system are close to the settings of the technical optimum.

It was shown on the simulation model built in the Simulink package of the Matlab design environment that with the selected type of correcting section and the selected numerical values of its coefficients, the system ensures stable operation throughout the claimed range of disturbance changes. This suggests that, despite the presence of delays in the digital information processing channel and in the PWM channel, the proposed method allows us to synthesize a digital control system of a power supply device for a spacecraft that meets the specified requirements for accuracy and speed.
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DEVELOPMENT OF COMBINED ELECTRON-ION-PLASMA METHOD FOR FORMATION OF MULTIPHASE SUBMICRO-NANOSCALE ALLOYS BASED ON ALUMINUM
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Aluminum-based alloys are widely used in many branches of modern industry (aviation, mechanical engineering, shipbuilding, instrument-making, energy and medicine, etc.). The promising method for further expanding the scope of these alloys is surface treatment based on the use of concentrated energy fluxes (laser beams, plasma flows, powerful ion beams, continuous and pulsed electron beams). The purpose of this paper is to establish the possibilities of integrated electron-ion-plasma modification of the structure and properties of the surface layer of technically pure aluminum A7. The surface alloy was formed in a single vacuum cycle using the "KOMPLEX" facility (ISE SB RAS) by spraying a titanium film with a thickness of 0.5 μm and the subsequent irradiation with an intense pulsed electron beam in the aluminum melting mode. After 20 "spraying/irradiation" cycles, nitriding (540 °C, 8 h) of the formed surface alloy was performed in a low-pressure gas discharge plasma using the plasma generator "PINK". Surface alloy studies were carried out applying the modern materials science methods (scanning and transmission electron diffraction microscopy, X-ray phase analysis, determination of hardness and wear resistance). The choice of elements alloying the surface layer of aluminum was based on the analysis of binary state diagrams of Al-N, Al-Ti, Ti-N systems and the isothermal section of the ternary system Al-Ti-N. It has been shown that formation of an entire series of binary and ternary compounds, including MAX-phases of the composition Ti2AlN and Ti4AlN3, is observed under equilibrium conditions in the Al-Ti-N system. The carried out research has allowed to state that an integrated method of electron-ion-plasma modification of technically pure A7 aluminum by nitriding (540 °C, 8 h) of the surface alloy formed by pulsed melting in vacuum of the Al-Ti system (20 "spraying/irradiation" cycles with an electron beam with parameters 10 J/cm²; 50 μs; 10 pulses; the titanium film thickness in each cycle 0.5 μm) leads to formation of a multiphase multielement submicro-nanocrystalline surface layer up to 20 μm thick. It is shown that the mechanical (microhardness) and tribological (wear resistance and friction coefficient) properties of the formed surface layer exceed manifold the properties of the original commercially pure aluminum A7.

Keywords: aluminum, electron-ion-plasma processing, nitriding, structural researches, nanostructure, properties.
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Сплавы на основе алюминия широко используются во многих отраслях современной промышленности (авиация, машиностроение, кораблестроение и приборостроение, энергетика, медицина и т. д.). Перспективными методами дальнейшего расширения сферы применения данных сплавов является поверхностная обработка, основанная на использовании концентрированных потоков энергии (лучи лазера, потоки плазмы, мощные ионные пучки, импульсные и импульсные электронные пучки). Целью настоящей работы является устано новление возможностей комплексного электронно-ионно-плазменного модифицирования структуры и свойств поверхностного слоя технически чистого алюминия марки А7. Формирование поверхностного слоя осуществляли в едином вакуумном цикле на установке «КОМПЛЕКС» (ИСЭ СО РАН) путем напыления пленок титана толщиной 0,5 мкм и последующего облучения интенсивным импульсным электронным пучком в режиме плавления алюминия. После 20 циклов «напыление/облучение» проводили азотирование (540 °C, 8 ч) сформированного поверхностного слоя в плазме газового разряда низкого давления с использованием плазмогенератора «ПИНК». Исследования поверхностного слоя осуществляли методами современного материаловедения (сканирующая и просвечивающая электронная дифракционная микроскопия, рентгеновский анализ, определение твердости и износстойкости). Выбор лежащих поверхностный слой алюминия элементом был основан на анализе бинарных диаграмм состояний систем Al-N, Al-Ti, Ti-N и изотермического сечения тройной системы Al-Ti-N. Показано, что в равновесных условиях в системе Al-Ti-N наблюдается формирование целого ряда двойных и тройных соединений, в том числе и MAX-фазы Ti2AlN и Ti4AlN3. В результате выполненных исследований установлено, что комплексный метод электронно-ионно-плазменного модифицирования технически чистого алюминия марки А7 путем азотирования (540 °C, 8 ч) поверхностного слоя, сформированного импульсным пучком в вакууме системы Al-Ti (20 циклов «напыление/облучение») электронным пучком с параметрами 10 Дж/см²; 50 мкс; 10 им., толщина пленок титана в каждом цикле 0,5 мкм), приводит к формированию многофазного многоэлементного субмикронанокристаллического поверхностного слоя толщиной до 20 мкм. Показано, что механические (твердость) и триботехнические (износстойкость и коэффициент трения) свойства запечатанных поверхностного слоя многократно превосходят свойства исходного технически чистого алюминия А7.

Ключевые слова: алюминий, азотирование, структурные исследования, электронно-ионно-плазменная обработка, наноструктура, свойства.

Introduction. Titanium and aluminum-based alloys are widely used in the aerospace industry, mechanical engineering and shipbuilding, medicine, etc. [1; 2]. In many cases extension of scope of these materials is based on the improvement of properties of a surface layer of a detail or product. It happens due to formation of wear resistant, hard and super hard coatings; creation of multielement multiphase sub-micro nanocrystal surface layers; and integrated processing combining formation of multipurpose coatings on preliminary modified surface of a detail [1–5]. Perspective methods of surface treatment are those based on the use of concentrated energy streams (laser beams, plasma streams, powerful ion beams, continuous and pulse electron beams) [5–12]. Employing this approach allows to drastically improve material properties connected with modifying surface layer condition (hardness, wear resistance, resistance to the influence of hostile environment, etc.) [5–13]. One of the perspective methods of metals and alloys surface treatment is the approach based on the integrated impact of plasma streams and intensive pulse electron beams on the material surface [5; 13].

The purpose of the present research is to find opportunities for integrated electronic ion-plasma modification of the structure and properties of commercially pure aluminum surface layer.

Material and method of research. Material of research – commercially pure aluminum A7 brand (0.15Si, 0.16Fe, 0.01Cu, 0.03Mn, 0.02Mg, 0.04Zn, 0.03Ga, 0.01Ti, balance Al, weight. %) [14]. Specimen dimensions 15×15×5 mm. The surface alloy was formed in a single vacuum cycle using the “КОМПЛЕКС” facility.
(ISE SB RAS) by spraying a titanium film with a thickness of 0.5 μm and the subsequent irradiation with an intense pulsed electron beam in the aluminum melting mode. After 20 “spraying/irradiation” cycles, nitriding (540 °C, 8 h) of the formed surface alloy was performed in a low-pressure gas discharge plasma using the plasma generator “PINK”. Research into the element and phase structure, defective substructure condition was carried out applying the methods of scanning electron microscopy (Philips SEM-515 with microanalyzer EDAX ECON IV) and transmission electron microscopy (JEOL JEM-2100 F), X-ray diffraction analysis (X-ray diffractometer Shimadzu XRD 6000). Material properties were characterized by hardness (PMT 3, indentation load 0.2 H). Tribological studies (wear resistance and friction coefficient identification) were carried out on tribometer Pin on Disc and Oscillating TRIBOtester (TRIBOtechnic, France) under the following parameters: steel ball of 6 mm diameter, track radius ~2 mm, indentation load and track length vary depending on the ware resistance factor of the material under study.

Results and discussions. Fig. 1 shows binary state diagrams Al-N, Al-Ti, Ti-N and Isothermal section of the ternary system Al-Ti-N. Two of the three alloying elements of the ternary system Al-Ti-N are metals, while the third one nitrogen is a non-metal and belongs to V group of the Periodic table. Nitrogen atoms possess five electrons on the outer s- and p-shells ([He]2s2p5). With such electronic structure nitrogen quite easily attaches three more electrons which is a characteristic of non-metal.

System Al-N. Nitrogen is almost insoluble in Al either in liquid, nor in hard states [15]. In the Al-N system existence of only one connection in the field of the stoichiometric structure of AlN with hexagonal structure was found (Pearson's symbol hP4, pr. gr. R63m, ZnS prototype) (fig. 1).

System Ti-N. Titan possesses a characteristic of activel interaction with nitrogen. It finds reflection in formation of compounds in the Ti-N system in the form of solid solutions with variable structures and with wide areas of homogeneity: β-(Ti,N), α-(Ti,N), δ-TiN_x (cF8, NaCl) (fig. 1) [16]. In compounds δ-TiN_x atoms Ti form a metal face-centered cubic sublattice, where in octahedral interstices interstitial (nitrogen) or vacancies may be present. In not stoichiometric disordered compound δ-TiN_x change of structural vacancies concentration causes wide area of homogeneity. Under the temperature of ~1100 °C and content of N atoms ~33% from the phase δ-TiN_x nitride ε-TiN_2 (cP6, anti-TiO_2) with the narrow area of homogeneity is formed. Besides, in a number of studies results of three intermediate phases was identified: ψ-TiN_1,3-x (hR8) [17], η-TiN_2,3 (hR6, VTaC2) [18; 19], Ti_xN_y (hR2, VcC) [17; 18].

System Al-Ti-N. Inside isothermal triangle in the system Al-Ti-N existence of three nitride compounds of strong stoichiometric ratio was found (fig. 1): τ_1-TiAlN (Pearson's symbol cP5, prototype CaTiO3) [22; 23]; τ_2-TiAlN (hP8, Cr3AlC) [24]; τ_3-TiAlN (hP16, Ti2AlN3) [25]. Apart from that, in [26–28] metastable condition Ti_1-xAl_xN (cF8, NaCl).

Out of the three compounds formed in the system Al-Ti-N, compound τ_1-TiAlN proves the most stable [29] and belongs to the phase group H [30]. Literature shows that there are several ways of how compounds τ_1-TiAlN can be prepared. Let us demonstrate the synthesis of particles with TiAlN phase. First, under exothermic reaction of powders Al and Ti in nitrogen atmosphere [31]. Second, as a result of powders Al and TiN hot pressing and subsequent homogenization of samples under the temperature 850 °C within 200 hours [32]. Third, when sintering under above 1500 °C from powders AlN and Ti [33; 34]. Fourth, as a result of 24 hours roasting under between 1275 °C and 1600 °C and 1100 MPa of powder bland Al, Ti, TiN and AlN nitrides pressed under room temperature [35]. Fifth, when nitriding Al-Ti alloys as a result of roasting under 1000 °C [36]. Sixth, when heating a powder bland consisting of two parts Ti and one part of AlN under 1400 °C for 48 hours under the pressure of ~40 MPa [24]. Seventh, powder bland AlN and Ti vacuum sintering under 10^{-3} Pa for 16 hours [37].

Recently great attention is drawn to perspective materials – polycrystalline nanolaminates. This class of materials represents machine processed ceramics which is stable at high temperatures [38–41]. In terms of structure nanolaminates, which are called still MAX phases, [42] represent threefold compounds with structure M_{6-\alpha}AX_{\alpha} (M = transition metal, A = element of IIIA or IVA group of the Periodical table, x = C or N, n accepts integer values 1, 2, 3). MAX are phases representing laminated hexagonal structure with space group P6_3/mmc with two formula units in a space unit (fig. 2). The unique distinctive feature of these materials is a laminated crystal lattice, a natural arrangement of layers of atoms M- and A-elements.

According to literature [42], more than 70 of the popular nanolaminates are titanium nitride-based. They are phases Ti_{3}AlN_{2} (211) and Ti_{4}AlN_{3} (413), where element X is nitrogen.

In the light of the aforesaid it is possible to assume that application of the high-energy electronic ion-plasma integrated processing of aluminum surface in a uniform vacuum cycle combining formation of “film (titanium)/(aluminum) substrate” system, radiation with an intensive pulse electron beam of aluminum surface in the melting mode, and subsequent saturation of the alloyed layer with nitrogen atoms of low pressure gas category plasma can lead to specific structural and phase states which will cause formation of a multiphase surface with the increased physical and mechanical properties. The research of commercially pure aluminum modified layer phase structure was conducted applying the methods of X-ray diffraction analysis. It is revealed that the surface layer is multiphase material and contains α-Ti (5.2 mass. %), Al_{3}Ti (58.4 mass. %), AlN (24.2 mass. %) and Al (12.2 mass. %).

The undertaken research showed that the surface layer up to 20 microns thick has sub-microcrystalline, typical structure of which is provided in fig. 3.
Fig. 1. Isothermal section at 900 °C of the Al-Ti-N ternary system [20; 21] and binary state diagrams of the Al-N [15], Al-Ti [15] and Ti-N systems [16]


Fig. 2. Crystal structure of MAX-phases with transition metals (M) with layers of elements A (C or N) from groups IIIA and IVA [41]

Рис. 2. Кристаллическая структура MAX-фаз с переходными металлами (M) со слоями из элементов A (C или N) из групп IIIA и IVA [41]
Crystallite sizes change ranging from 0.2 microns up to 0.9 microns.

Crystallites have various forms changing from globular to faceted. In crystallites volumes a dislocation substructure in the form of chaotically distributed dislocations is observed (fig. 3, b). The scalar density of dislocations changes in limits \((0.8 \pm 1.1) \times 10^{10} \text{ cm}^{-2}\).

Electronic and microscopic image of crystallites is characterized by a large number of flexural extinction contours (fig. 3, contours are specified by arrows). Existence on electronic and microscopic images of such contours indicates curvature torsion of a crystal lattice of the studied foil that testifies, in turn, elastic tension of the studied material layer [43]. Generally, contours start from crystallite border lines. This fact proves that the crystallite border lines are the source of material elastic tension [44]. A number of studies [45–47] shows that the cross sizes of a flexural extinction contour are inversely proportional to tension amplitude of this particular foil section. Analyzing the electronic and microscopic image of the material structure shown in fig. 3, it can be noted that the cross sizes of flexural contours are minimum at crystallites border lines and are maximum in the center of the crystallite. Therefore, amplitude of curvature torsion of a crystal lattice of material is minimal in the center of crystallites while increases as approaching the border line of the section.

Applying the methods of the micro-diffraction analysis with the subsequent indicating of micro-diffraction patterns it was found that crystallites are formed by the phases \(\alpha\)-Ti, \(\text{Al}_3\text{Ti}\) and Al that was also revealed by the methods of the X-ray phase analysis. In most cases grains of \(\alpha\)-titanium and aluminum are located in chains parallel to the modifiable surface of a sample.

On borders of crystallites extended layers having nanocrystal structure with particles size of 10-20 nanometers are observed. A typical image of such structure is show in fig. 4. The microdiffraction patterns analysis received from similar foil sections shows that nanocrystals are aluminum nitrides. As a rule, such layers are formed along the titan aluminum \(\text{Al}_3\text{Ti}\) grain sections borders. Nanodimensional allocations of aluminum nitride particles are found in aluminum grains volume as well.

Electronic microscope JEOL JEM-2100 F allows studies applying the methods of electron microprobe analysis, distribution of chemical elements forming the material. Results of such research of the modified layer of commercially pure aluminum are given in fig. 5. Nitrogen atoms distribution in the structure of the studied material attracts a lot of attention. It is clear that in the aluminum layer (substrate), adjacent to the modified layer (the lower part of the picture in fig. 5) atoms of nitrogen are distributed unevenly, concentrating along borders of a cellular dislocation substructure. In aluminum grains volume located in the modified layer (specified by an arrow fig. 5), atoms of nitrogen form nanodimensional objects which are obviously aluminum nitride particles.
Properties of the aluminium modified layer was characterized by the size of microhardness and wear resistance. As a result of the research it was revealed that modifying of commercially pure aluminum of A7 brand by nitriding (540 °C, 8 h) of the surface alloy formed by pulse melting in the system vacuum.

Al-Ti (20 cycles “dusting/radiation” via the electron beam with the parameters of 10 J/cm²; 50 microsec; 10 imp.; thickness of titan film in each cycle equals 0.5 microns) leads to formation of a surface layer which microfirmness by 9 times exceeds the hardness of the initial material, wear resistance is 400 times higher, friction coefficient is 3.5 times less than that of the initial material.

Fig. 4. Electron-microscopic image of the surface layer of technically pure aluminum grade A7, modified by nitriding (540 °C, 8 h) of a surface alloy formed by pulsed melting in a vacuum of the Al-Ti system (20 sputtering / irradiation cycles) with an electron beam with parameters 10 J / cm²; 50 µs; 10 imp; film thickness of titanium in each cycle (0.5 µm): a, b – bright-field images; c – dark field obtained in the [200] AlN reflex; d – microelectron diffraction pattern. The arrows on fig. 4, a, b indicate aluminum nitride particles located along the boundaries of titanium aluminate.

On fig. 4, a, b – светлопольные изображения; c – темное поле, полученное в рефлексе [200] AlN; d – микроэлектронограмма. Стрелками на рис. 4, a, b указаны частицы нитрида алюминия, расположенные вдоль границ алюминида титана; на рис. 4, d – рефлекс, в котором было получено темнопольное изображение.
Fig. 5. Electron-microscopic image of the surface layer of technically pure aluminum grade A7 modified by nitriding (540 °C, 8 h) of a surface alloy formed by pulsed melting in a vacuum of the Al-Ti system (20 sputtering / irradiation cycles) with an electron beam with parameters 10 J / cm²; 50 μs; 10 imp.; film thickness of titanium in each cycle 0.5 μm) (a); image of the foil part (a) obtained in the characteristic X-ray radiation of titanium atoms (TiKα) (b) and nitrogen (NKα) (c); d – combined image of the foil part (a) obtained in the characteristic X-ray radiation of titanium atoms (TiKα) and nitrogen (NKα); arrows indicate aluminum grains.

Conclusion. The analysis of binary charts of Al-N, Al-Ti and TIN systems conditions and isothermal section of the threefold AL-TIN system is made. It is shown that under equilibrium conditions in these systems formation of double and threefold compound including the MAX phases of Ti₂AlN and Ti₃AlN₃ structure is observed.

It is established that a complex method of electronic ion-plasma modifying of commercially pure aluminum of A7 brand by nitriding (540 °C, 8 hours) of the surface alloy formed by pulse melting in an Al-Ti system vacuum (20 cycles “dusting/radiation” an electron beam with the parameters of 10 J/cm²; 50 microsec; 10 imp.; thickness of a titan film in each cycle equals 0.5 microns) leads to formation of a multiphase multi-element sub-micro nanocrystal surface layer up to 20 microns thick.

Mechanical (micro-hardness) and tribological (wear resistance and friction coefficient) properties of the formed surface layer drastically surpass the properties of initial commercially pure A7 aluminum.
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FACTOR ANALYSIS OF INELASTIC ELECTRON SCATTERING CROSS SECTION SPECTRA OF IRON MONOSILICIDE FeSi
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The inelastic electron scattering cross-section spectra of FeSi silicide were calculated from the experimental reflected electron energy loss spectra as the product of the average inelastic mean free path and the differential cross section of the inelastic electron scattering. To inelastic electron scattering cross-section spectra study, factor analysis was used. This method allowed us to quantitatively separate the surface and bulk contributions to the spectra, and determine the energy of the bulk plasmon more accurately than it is possible using traditional methods.

Inelastic electron scattering cross-section spectra (Kλ-spectra) are the products of the average inelastic mean free path λ and the differential inelastic scattering cross-section K(E0, E0 – E), where E0 and E are the energies of the primary and reflected electrons, respectively. The advantage of inelastic electron scattering cross section spectroscopy is that, unlike the reflected electron energy loss spectra, the Kλ-spectra exclude losses due to multiple excitations, and the intensities are determined in absolute units. These spectra are also more sensitive to changes in the energy of the primary electrons and the angle of emission. Inelastic electron scattering cross-section spectroscopy allows to determine the element composition with much greater accuracy than the traditional method of reflected electron energy loss spectroscopy.

In this work, factor analysis is used to study the inelastic electron scattering cross section spectra of the FeSi silicide. This method allowed to solve the actual problem of separating spectra into contributions of a different origin, quantify them and determine the energies of a bulk plasmon more accurately compared with traditional methods. The study of electron energy loss processes by isolating contributions of different origin in the inelastic electron scattering cross section spectra is one of the urgent problems of electron spectroscopy, which can be used to assess the effect of surface excitations in REELS, XPS and AES.

Keywords: inelastic electron scattering cross-section spectra, electron energy loss spectroscopy, factor analysis, iron silicides.

FACTORY ANALYSIS OF INELASTIC ELECTRON SCATTERING CROSS SECTION SPECTRA OF IRON MONOSILICIDE FeSi

где $E_0$ и $E$ – энергии первичных и отраженных электронов, соответственно. Преимущества спектроскопии сечения неупругого рассеяния электронов заключаются в том, что, в отличие от спектров характеристических потерь энергии отраженных электронов, в $K\alpha$-спектрах исключены потери на многократные возбуждения, а интенсивности определяются в абсолютных единицах. Эти спектры также более чувствительны к изменению энергии первичных электронов и угла эмиссии. Спектроскопия сечения неупругого рассеяния электронов позволяет определять элементный состав со значительно большей точностью, чем традиционный метод спектроскопии потерь энергии отраженных электронов.

В данной работе для исследования спектров сечения неупругого рассеяния электронов силицида FeSi применен факторный анализ. Этот метод позволил решить актуальную задачу разделения спектров на вклады разной природы, количественно их оценить и определить энергии объемного плазмона более точно по сравнению с традиционными методами. Исследование процессов потерь энергии электронов путем выделения из спектров сечения неупругого рассеяния вкладов разной природы является одной из актуальных задач электронной спектроскопии, которая может быть использована для оценки влияния поверхностных возбуждений на спектры характеристических потерь энергии электронов, рентгеновские фотоэлектронные спектры и Оже-электронные спектры.

### Introduction

The successful development of nanoelectronics, nanophotonics and spintronics devices requires compliance with a number of requirements to the methods of structures synthesis on the basis of silicon and the transitional metals and to the methods of their analysis. For such structures research the greatest distribution gained such electronic spectroscopy methods as Auger-electron Spectroscopy (AES), X-ray photoelectron spectroscopy (XPS) and reflected electron energy loss spectroscopy (REELS). Fe-Si system, is of research interest from the fundamental and applied points of view [1]. However, the elemental analysis of iron silicides using XPS and REELS methods is difficult because the values of photoelectron and plasmon peaks energies for silicides with different structure are close to each other [2].

Inelastic electron scattering cross-section spectra ($K\alpha$-spectra [3]) are the products of the inelastic mean free path $\lambda$ and the differential cross section for inelastic electron scattering $K(E_0, E_0 - E)$, where $E_0$ and $E$ are the energies of the primary and reflected electrons, respectively. The advantage of inelastic electron scattering cross section spectroscopy is that, unlike the reflected electron energy loss spectra, the $K\alpha$-spectra exclude losses due to multiple excitations, and the intensities are determined in absolute units. These spectra are also more sensitive to changes in the primary electron energy and the emission angle [4–6]. Inelastic electron scattering cross-section spectroscopy allows to determine the element composition with much greater accuracy than the traditional method of reflected electron energy loss spectroscopy [6].

In this work, factor analysis (FA) is used to study the inelastic electron scattering cross section spectra of FeSi silicide. This method allowed to solve the actual problem of spectra separating into different origin contributions, quantify them and determine the energies of a bulk plasmon more accurately compared with traditional methods. The study of electron energy loss processes by isolating contributions of different origin in the inelastic electron scattering cross section spectra is one of the urgent problems of electron spectroscopy, which can be used to assess the effect of surface excitations in REELS, XPS and AES [1–15].

Previously [16–21], we studied Si, Fe and FeSi$_2$, Fe$_5$Si$_3$ silicides using an author's technique of spectra decomposition into energy loss peaks.

### Experimental technique

The iron silicide FeSi is made by alloying of iron and silicon mixture in atomic ratio $1\times1$ under high vacuum conditions. The mixture was kept at melting temperature for 15 min. then the alloy was crushed and annealed for 15 min. 1 mm thick washers were cut out from bulk samples and after grinding the spectroscopical research was conducted.

Photoelectron spectra and integrated reflected electron energy loss spectra measurements were carried out on the ultra-high vacuum photoelectron spectrometer SPECS (Germany) at angles between the incidence and detecting electrons and the sample surface normal respectively $\alpha_i = 59^\circ$, $\alpha_d = 0^\circ$. The spectrometer is completed with a spherical energy analyser PHOIBOS MCD9, an X-ray tube with the double anode as a source of X-ray radiation, an electronic Microfocus EK-12-M gun (STAIB Instruments) for excitation of electron energy loss spectra. Surface contamination, protective and oxide layers were removed using argon ions Ar$^+$ etching (accelerating voltage 2.5 kV, ionic current 15 mA) with the raster ion PU-IQE-12/38 (SPECS) gun immediately in the spectrometer camera before electron spectra registration. The completeness of oxygen and contamination removal was controlled with X-ray photoelectron spectra (XPS).

From the experimental reflected electron energy loss spectra using the QUASESTM XS REELS software package (Quantitative Analysis of Surfaces by Electron Spectroscopy cross section determined by REELS) [22], according to the algorithm offered in [23] the inelastic electron scattering cross section spectra – the product of the inelastic mean free path $\lambda$ and the differential cross section for inelastic electron scattering $K(E_0, E_0 - E)$ are received. Inelastic electron scattering cross section spectra are defined by electron energy loss $T$ probability at single scattering on the inelastic mean free path $\lambda$, related to an energy unit. These spectra maxima values determine probabilities of single energy loss on the surface or bulk excitations. Due to absolute values of energy loss intensity
inelastic electron scattering cross-section spectra, in comparison with traditional reflected electron energy loss spectra, allow to carry out comparison and the analysis of different spectra not only on peaks energies, but also on their intensity.

Factor analysis is the statistical method widely used in electron spectroscopy [10]. Application of factor analysis is possible for spectra representing as a linear combination of components which concentration changes during any process. This method is relevant for AES where simple decomposition of spectrum lines on components is impossible as in Auger spectra, besides chemical shift there is also a change of a lines form [11–13]. In electronic Auger spectroscopy FA is used for study the processes of layer-by-layer etching of thin films [12], the processes of adsorption [13; 14].

In [15] XPS method was applied to study chemical changes induced by He+ bunch influence in a natural crystal of pyrite (FeS2). It is shown that the routine analysis of the received matrix. Further, these factors conversion is carried out by multiplication to a matrix of rotation of abstract factors (principal components) are allocated from initial spectra, they coincide with initial peaks is presented.

As noted in [15], the advantage of FA, in comparison with the XPS routine analysis, is that whole set of spectra is used (usually in XPS each spectrum is separately analysed) and FA does not need the preliminary knowledge of XPS peaks form and position, that allows to get these data using only experimental data. On the other hand, the FA disadvantages is noise component existence and nonideality of a components form, in comparison with XPS results.

The inelastic electron scattering cross section spectra received at various primary electron energy or the angles of falling/detecting electrons represent sequences of data in which the relative contributions of surface and bulk loss change systematically depending on the experimental conditions. In [5] the factor analysis is used as a way of inelastic electron scattering cross section spectra decomposition into two contributions (bulk and surface) in Si and SiO2 research.

Factor analysis is carried out as follows. The matrix which columns are intensity values of energy loss at various primary electron energies is formed. At the first stage the selection of principal factors (components), which provide a spectrum in total, close to the initial, is made. Later, two columns with the greatest intensity – principal abstract factors (principal components) are allocated from the received matrix. Further, these factors conversion is carried out by multiplication to a matrix of rotation R (target rotation):

$$R = \begin{bmatrix} \cos \varphi & \sin \varphi \\ -\sin \varphi & \cos \varphi \end{bmatrix}$$

Target rotation transforms abstract factors to physical ones by achievement of predetermined criterion of a peak form and the maximum provision. In [5] the Lorentzian peak form corresponding to bulk plasmon exaltation is taken as such criterion and by means of \( \varphi \) angle change the component form, close to the Lorentz peak having a maximum at bulk plasmon energy, is reached. Then the most accurate form of the surface was reached by additional rotation. Further reconstruction of the initial spectrum as a two factors linear combination is carried out.

In this work, unlike [5], the peaks form was not selected close to standard Lorentzian peaks, but to Tougaard peaks form. [24]:

$$\lambda K = \frac{BT}{(C - T^2)^2 + DT^2}.$$  

The \( B, C, D \) parameters are adjustable and for each element have defined values [24]. Parameter \( B \) defines peak intensity, parameter \( C \) defines the position (influences to position, but does not correspond to it in an explicit form), parameter \( D \) defines the width and indirectly influences peak position and intensity. The Tougaard functions (universal classes of inelastic electron scattering cross-section) are used for the description of inelastic electron scattering cross-section spectra.

The three-parametrical Tougaard function was transformed to:

$$\lambda K = \frac{BT}{\left( -T_p + \sqrt{4T_p^2 + D}\right) - T^2 + DT^2},$$

where \( T_p \) parameter corresponds to the position of a peak maximum in absolute units.

In fig. 1, 2 the model spectrum which consists of 2 unsolved peaks is presented.

A set of such spectra at a different peaks amplitude ratio was considered.

By means of the factor analysis 1 and 2 peaks factors are allocated from initial spectra, they coincide with initial peaks. For an example factors at rotation at different angles (fig. 3, 4) are given.

**Experimental results.** In fig. 5, 6 FeSi silicide spectra at primary electron energies 300 and 3000 eV are presented. The main maximum energy in FeSi inelastic electron scattering cross-section spectra is close to the bulk plasmon energy [16; 25] and possesses the value 20.1 ± 0.6 eV. The low-energy \( K\alpha \)-spectrum area has a weak peak with energy about 3 eV.

These spectra are approximated with the sum of two factors. When receiving actual factors the angle was selected so that the bulk factor was well approximated by the Tougaard peak, similarly for the surface factor, but its form remained irregular, that means the existence of several unsolved peaks of the different origin. In [16; 17] the decomposition of these spectra into the elemental components described by the Tougaard functions was carried out. The method [16–21] allows to allocate a higher quantity of peaks in \( K\alpha \)-spectra than the factor analysis, including separation the surface origin peaks in low-energy spectrum area.

The bulk and surface factors ratio is close to \( \sqrt{2} \) that corresponds to the classic plasmon theory for the free electron gas [26].
Fig. 1. Model spectrum, peak 1 to peak 2 amplitude ratio 0.2

Рис. 1. Модельный спектр, соотношение амплитуд 1 и 2 пиков 0,2

Fig. 2. Model spectrum, peak 1 to peak 2 amplitude ratio 2.6

Рис. 2. Модельный спектр, соотношение амплитуд 1 и 2 пиков 2,6

Fig. 3. The peak 1 factor at different angles of rotation

Рис. 3. Фактор пика 1 при разных углах вращения

Fig. 4. The peak 2 factor at different angles of rotation

Рис. 4. Фактор пика 2 при разных углах вращения

Fig. 5. FeSi spectra at $E_0 = 300$ eV

Рис. 5. Спектры FeSi при $E_0 = 300$ эВ

Fig. 6. FeSi spectra at $E_0 = 3000$ eV

Рис. 6. Спектры FeSi при $E_0 = 3000$ эВ
In fig. 7 the primary electron energy dependences of factor amplitudes are presented.

With increasing of primary electron energy the bulk factor amplitude increases, and the surface factor amplitude decreases. This regularity is a confirmation of its origin.

The factor analysis, along with the method of $K\beta$-spectra decomposition on the elemental components described by the Tougaard functions [16–21] can be used for the quantitative assessment of the change of various origin contributions to inelastic electron scattering cross-section spectra.

**Conclusion.** The applicability of the factor analysis for bulk and surface contributions division in FeSi inelastic electron scattering cross-section spectra has been proved.

The surface and bulk origin contribution separation and quantitative assessment in FeSi inelastic electron scattering cross-section spectra with factor analysis were carried out. Factor amplitudes dependences on primary electron energy reflect their surface and bulk origin.
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MATHEMATICAL MODELING OF THE TECHNOLOGICAL PROCESS OF IMPROVING THE QUALITY OF POLYMERIC PRODUCTS OF MACHINE-BUILDING PURPOSES

A. G. Larchenko*, N. G. Filippenko, A. V. Livshits

Irkutsk State Transport University
15, Chernyshevsky St., Irkutsk, 664074, Russian Federation
*E-mail: Larchenkoa@inbox.ru

In this scientific work, a method of controlling high-frequency products from polymeric composite materials is considered. The authors of the work present the rationale for choosing a method of high-frequency diagnostics as the most suitable for non-destructive testing of products from polymeric materials of machine-building and rocket-space purposes. In the presented article, the primary task of creating and studying a mathematical model of the effect of high-frequency radiation on a polymer product, including those with a “metallic inclusion” defect, has been stated and solved. In addition, the work presents the calculations of diagnostic parameters using the mathematical model developed during the study. The calculation of the dynamics of heating the product and the temperature distribution during the control process is presented. The results of the calculation of specific power are described, the dependence of the instantaneous power consumption on the warm-up time is found. In the study based on a mathematical model, the Aleo-Diagnost software package was developed and registered, which is directly intended to ensure the functioning of the diagnostic devices and the investigation of the monitoring process. In addition, the developed complex allows solving a number of such practical problems as the calculation of the operating voltage depending on the geometrical parameters of the product and the determination of the value of energy consumed for monitoring the product for a specified period of time. This stage was necessary, as the consumed energy is the main output parameter of the diagnosis. In addition, the value of energy consumed is taken as the basis for the organization of the process of non-destructive testing in the automated mode. The solution of the tasks in this work has significantly reduced the cost of preparation of diagnostic operations, as well as improve the quality of control of products on an industrial scale at the stages of manufacture, operation and during repair work. The article also presents practical results, conclusions.

Keywords: control of high frequency currents, device for products diagnosing, polymer products, automated control system, diagnosing products of complex configuration, mathematical model of the diagnostic process, software, non-destructive testing.

MATHEMATICAL MODELING OF THE TECHNOLOGICAL PROCESS OF IMPROVING THE QUALITY OF POLYMERIC PRODUCTS OF MACHINE-BUILDING PURPOSES

A. G. Larchenko*, N. G. Filippenko, A. V. Livshits

Irkutsk State Transport University
15, Chernyshevsky St., Irkutsk, 664074, Russian Federation
*E-mail: Larchenkoa@inbox.ru

Рассматривается метод контроля изделий из полимерных композиционных материалов токами высокой частоты. Приводится обоснование выбора метода высокочастотного диагностирования как наиболее подходящего для проведения неразрушающего контроля изделий из полимерных материалов машиностроительного и ракетно-космического назначения. Поставлена и решена первостепенная задача создания и исследования математической модели воздействия высокочастотного излучения на полимерное изделие, в том числе с дефектом типа «металлическое включение». Приведены расчеты параметров диагностирования с использованием разработанной в ходе исследования математической модели. Представлен расчет динамики разогрева изделия и распределение температуры при осуществлении процесса контроля. Описаны результаты расчета удельной мощности, найдена зависимость мгновенной потребляемой мощности от времени разогрева. На базе математической модели разработан и зарегистрирован программный комплекс Aleo-Diagnost, который непо-
Introduction. Intensive development of modern science and technology demands the development and use of structural materials with special physic-mechanical characteristics. In this regard polymeric composite materials got great prospects for application in various branches of mechanical engineering and the rocket industry. With the increasing volume of polymeric products and increased performance requirements, the problems of materials quality improvement and reduction of manufacture costs have become relevant [1–6]. The main means in the solution of the problem of manufactured products quality improvement at various stages of life cycle is the use of non-destructive monitoring. One of such ways of monitoring is the high-frequency method (HF) of diagnosing implemented in industrial conditions on the basis of the UZP 2500 device [7–9]. This method is based on local defects identification mainly in products from polymeric, composites by the impact of an external electric field on the studied object, and further amplitude intensity synthesis of the complex of output, operated diagnostics parameters emergence. HF method allows to carry out high precision monitoring without mechanical influence, to define a type of defect, to restore physic-mechanical properties of a product [10].

Main problems. Research tasks statement. It should be noted that in modern production process a wide range of products and details of complex spatial shape applied in mechanical engineering and space industry creates particular difficulties in the course of diagnosing using the high-frequency radiation method. The conducted theoretical and pilot research results presented in works [11–15] confirm that for the process of complex configuration products monitoring it is necessary to select the mode of high-frequency diagnosing each time, to develop rather complex design devices (electrodes) and the equipment. Taking into account the complexity of industrial equipment manufacture, difficulty of equipment setup and also the selection of diagnostics modes for polymer products, it is obvious that the development and practical use of mathematical model operation of monitoring process, and implementation of the software on the basis of the designed model will allow to reduce considerably the cost of preparation for diagnostic operations and also to increase the quality of monitoring of polymeric composites products on an industrial scale. Proceeding from the aforesaid during the research the primary tasks of the development and research of a mathematical model of high-frequency radiation impact on a polymeric product, including with “metallic inclusion” defect type and also the development of the accompanying software for testing, setting and ensuring diagnostic devices operation were set.

Mathematical model of high-frequency radiation impact on a polymeric product. The mathematical model in the research is necessary for calculation of key parameters of the monitoring process of complex configuration machine-building products both in the manual, and in the automated mode. The calculation was carried out for a sample from 8 mm thickness polyamide-610 material with 30 mm diameter with “metallic inclusion” defect type. The defect of 1 mm thickness, of 4 mm² is simulated between two polyamide plates of 3 mm and 4 mm thickness. When designing a mathematical model, the studied sample was considered as a set of three areas: the first area – the polyamide without a defect, the second area – the polyamide located over the defect, the third area – the polyamide located under the defect. The scheme for the studied sample is shown in fig. 1.

![Fig. 1. Scheme of the simulated sample with a defect type “metallic inclusion”](image-url)

To perform the given tasks there was also a need for the development of high-frequency impact technological scheme shown in fig. 2, which is a set of electrodes, a variable quantity of heat insulators and a product to be heated with the defect.

Taking into account the presented high-frequency impact technological scheme, the calculation of dynamics of warming up in each area and temperature distribution in a multilayered plate are described by a set of equations of transient heat conduction [1; 5]. The area warming up without a metal plate is described by a set of equations (1), and the dynamics of increase in temperature of
areas with metal inclusion is characterized by a set of equations (2).

\[
\begin{align*}
\frac{\partial T_1}{\partial t} &= \frac{\lambda_1}{c_p_1(T_1)p_1} \frac{\partial^2 T_1}{\partial x^2} + p_3(\tau); \\
\frac{\partial T_2}{\partial t} &= \frac{\lambda_2}{c_p_2(T_2)p_2} \frac{\partial^2 T_2}{\partial x^2} + p_3(\tau); \\
\frac{\partial T_3}{\partial t} &= \frac{\lambda_3}{c_p_3(T_3)p_3} \frac{\partial^2 T_3}{\partial x^2} + p_3(\tau); \\
\frac{\partial T_4}{\partial t} &= \frac{\lambda_4}{c_p_4(T_4)p_4} \frac{\partial^2 T_4}{\partial x^2}; \\
\frac{\partial T_5}{\partial t} &= \frac{\lambda_5}{c_p_5(T_5)p_5} \frac{\partial^2 T_5}{\partial x^2}; \\
\frac{\partial T_6}{\partial t} &= \frac{\lambda_6}{c_p_6(T_6)p_6} \frac{\partial^2 T_6}{\partial x^2}. 
\end{align*}
\] (1)

where for the second area \( i_1 = 12; \ i_2 = 11; \ i_3 = 10; \ i_4 = 9; \) for the third area \( i_4 = 6; \ i_5 = 7; \ i_6 = 8; \ i_7 = 9; \ T_j – \) local temperature of a layer, \( ^\circ \text{C}; \ x – \) current thickness of a layer, mm; \( \lambda_j – \) thermal conductivity, \( \text{W} \ (\text{m} \cdot \text{K}); \) \( c_{pj} – \) specific heat, \( \text{KJ} \ \text{(kg} \cdot \text{K}); \) \( p_j – \) material density, \( \text{Pa}; \) \( p_3 – \) specific power of an internal source of heat of \( \text{W/m}^3; \) \( j – \) layer number: 1, 5, 6, 12 – electrodes; 2, 4, 7, 11 – insulators; 3, 8, 10 – polymer; 9 – metal inclusion.

Boundary conditions on external borders of electrodes correspond:

\[ -\lambda \frac{\partial T_i}{\partial x} \bigg|_{x=x_i} = a_i \Delta T_i; (i = 5, 1, 12, 6), \] (3)

where \( a_i – \) heat exchange coefficient; \( \Delta T_i – \) difference of surface temperatures of a body and surrounding medium.

Referring to rather low heating temperatures of the studied polymeric products at implementation of diagnosing and high dynamics of a warming up, heat exchange with its surrounding medium when monitoring the first and single products can be considered negligibly small:

\[ -\lambda \frac{\partial T_i}{\partial x} \bigg|_{x=x_i} = 0 \] (4)

On borders of layers heat fluxes and temperatures are equal:

\[ T_j = T_{j+1}; (j = 1 \ldots 4; 6 \ldots 11); \] (5)

\[ \lambda_j \frac{\partial T_j}{\partial x} = \lambda_{j+1} \frac{\partial T_{j+1}}{\partial x}; (j = 2 \ldots 4; 6 \ldots 11); \] (6)

The specific power of \( P_i \) is other than zero only for polymer 

\[ P_i \neq 0; (l = 3, 8, 10); \] (7)

The carried out research calculations with the created mathematical model use showed that the sample is heated non-uniformly, the required temperature on areas with metal inclusion is reached in 25 seconds. The analysis of the received results allows to draw a conclusion on a possibility of mathematical model use for calculation of necessary diagnosing time which excess will lead to the material melting and, therefore, to product rejection. The following necessary research phase was finding of the instantaneous power consumption dependence on the heating time \( P_{\text{inst}}(t) \) in each area which chart is presented in fig. 3.

The received dependences of specific power on temperature \( P_{\text{inst}}(t), P_{\text{inst}}(t), P_{\text{inst}}(t) \) were approximated in the form of a polynomial function and used when determining the energy spent monitoring a sample with the defect type “metallic inclusion”:

\[ \mathcal{P}_{\text{нечел}} = \int_{0}^{25} P_{\text{inst}}(t) \cdot dt. \] (8)

Compliance check of the model with actual diagnosing processes showed that when monitoring samples of brand 610 polyamide of 8 mm thickness and with a 15 mm radius, the time is 111 sec., and the heating time of the same sizes sample with the defect type “metallic inclusion” of 4 mm3 in 25 seconds, the deviations on heating time from the pilot research make no more than 2 % that confirms the mathematical model correctness. At the same time the power consumption of a standard sample is 1.3 W · h, and a sample with the defect – 0.35 W · h [1; 9; 12; 13].

On the basis of the given research it is possible to draw a conclusion that the more the amount of metal inclusion in a polymer, the less energy and time is spent on monitoring object heating. The analysis of the results received by means of the created mathematical model allowed to reveal the additional controlled parameter hav-
Технологические процессы и материалы

Использование информационного содержания – это потребляемая энергия. Более подробные данные подтверждают результаты исследований, представленных в работах [1; 8].

Для использования метода контроля с высокой частотой и диагностики процесса контроля технологического процесса необходимо обеспечить постоянный уровень воздействия при контроле различных материалов и продуктов, различных конфигураций. Представленная математическая модель позволяет не только определить напряжение для обеспечения контроля энергии, но также обеспечивает возможность определения параметров электро-теплового оборудования при автоматическом контроле процесса диагностирования, различающегося установленной зависимостью напряжения на форме и размерах контролируемого продукта [1; 4].

The Aleo-Diagnost software package. Calculations of productive parameters diagnosing were carried out for the particular sample of a specific form and size. The instantaneous power consumption directly depends on two components – the volume of a monitoring object and specific power. For implementation of the developed mathematical model of various forms and sizes products monitoring it is necessary to keep a condition of the dependence of the instantaneous power consumption invariance on time. For adaptation of calculations of diagnosing process necessary parameters with the high-frequency radiation method, the Aleo-Diagnost software was developed and registered [1]. The package interface implemented in the programming language C++ is shown in fig. 4.

Fig. 3. The dependence of the instantaneous power consumption in the areas of polyamide 610 from the heating time

Рис. 3. Зависимость мгновенной потребляемой мощности на участках полиамида 610 от времени разогрева

Fig. 4. Interface of the Aleo-Diagnost software package

Рис. 4. Интерфейс программного комплекса Aleo-Diagnost
The executable file contains the main libraries, forms of input and output. Calculation is conducted in 4 stages. The process of calculations with recommendations and explanations on the corresponding stages is displayed in “Information window”.

When calculating the heating time the Aleo-HFH software package version 2.0 [5; 15] is used. After completion of calculations of products from polyamide materials heating time the software package displays key parameters of calculation for descriptive reasons in the form of tables with the intermediate values of specific and instantaneous power consumption depending on temperature and the time of heating at high-frequency radiation impact. The software package has an opportunity to send calculation results to the text file for their convenient transfer in the approximation module. For reduction of the obtained tabular data to a polynomial form a convenient to use program-approximator is installed in the package allowing to obtain coefficients of polynomical function of the instantaneous power consumption dependence on time for carrying out further research and calculations. There is a module of the consumed energy calculation on a heating sample which results are displayed in the bottom right corner of the program window in the program. Besides, the Aleo-Diagnost allows to solve a number of such practical problems as calculation of operating voltage depending on geometrical parameters of a product for process realization and also the calculation of the energy consumed on diagnostics of a product for the given time period. The solution of these problems was a necessary stage as the consumed energy is the key output parameter of diagnosing. This parameter is assumed as the basis at non-destructive monitoring process organization in the automated mode.

Conclusion. In conclusion, it should be noted once again that the created mathematical model of high-frequency radiation impact on a polymeric product and the software on the basis of the designed model practical use significantly reduces the cost not only of diagnosing operations preparation, but also of the monitoring process. The results of the presented research allow to reduce the time and improve the quality of products non-destructive monitoring in the conditions of production, operation and repair work. Besides, during the research the sensitivity of diagnosing was defined. The developed method allows to reveal the “metallic inclusion” defects type of total volume 0.0017 % that allows to use this method commercially in machine-building and rocket-space industries. At the moment the software package on the basis of the created mathematical model is used in the scientific, educational and production purposes.
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INTERACTION OF MAGNETIC AND DIELECTRIC SUBSYSTEMS IN A BISMUTH NODYMIC FERRITE-GRANATE
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Bismuth-substituted ferrite garnets possess magneto-optical (MO) properties and are used as spatial light modulators and indicators. The paper studies the influence of magnetic and electric fields on the structural characteristics of thin epitaxial films of bismuth-neodymium ferrite garnet (Bi: NIG) deposited on glass and gallium gadolinium garnet (GGG) substrates. Dynamic properties of polarization, relaxation in a magnetic and electric field are considered, which is an important task for getting a deep insight into the mechanisms of electromagnetic phenomena in solids. Dependence of the magnetostriction coefficient on the magnetic field and dependence of a relative change in the magnetostriction coefficient with respect to temperature was found. The electric polarization in a periodically applied electric field and dependence of the electric polarization on the electric field at different temperatures are obtained. A change in the sign of magnetostriction is an important task for getting a deep insight into the mechanisms of electromagnetic phenomena in solids. For this reason, the present paper is devoted to the investigation of the dependence of the magnetostriction coefficient on the magnetic field and dependence of a relative change in the magnetostriction coefficient with respect to temperature.

Dependence of the magnetostriction coefficient on the magnetic field and dependence of a relative change in the magnetostriction coefficient with respect to temperature was found. The electric polarization in a periodically applied electric field of 400 V/cm with a frequency of 10 MHz is determined for various magnetic field orientations of 12 kOe and in the absence of a magnetic field. Anisotropy of polarization in a magnetic field and a functional dependence of the polarization relaxation on time are found. These materials can be used as sensors of the magnetic field in spacecraft.

Keywords: bismuth ferrite films, magneto elastic interaction, electric polarization, relaxation.
Introduction. Multiferroics attract interest both from the practical, and from the fundamental point of research on interaction mechanisms between magnetic and electric subsystems [1–5].

Unique combination of magnetic, optical and magnetooptical properties makes bismuth ferrite garnets an attractive material both for theoretical researches and for technological applications. These materials can be used as sensors of the magnetic field in spacecrafts and in writer-reader devices resistant to radioactive effects.

Bismuth-substituted ferrite garnets possess magneto-optical (MO) properties and are used as spatial modulators of light, indicators and also other MO of devices in the field of visible light [6–9]. It is established that the increase in replacement of bismuth leads to an increase of MO effects. Thus, for completely substituted Bi3Fe5O12 (BIG) the Faraday spinning effect reaches 25 °/micron for 530 nanometers of the light wavelength. Thereof the garnets substituted with a large amount of bismuth become an attractive material for MO applications. Magnetic anisotropy of films depends on a substrate, the constant of film grating has 0.2 % change when film on a Gd3Ga5O12 substrate in directions (111) and (100) [10]. Also, in Bi:NIG films Seebeck spin effect was found [11] which can be used in new thermoelectric devices applying the spin current generated by a temperature gradient.

In Bi4Fe3O12 applying the method of ferromagnetic resonance with the electric field modulation linear magnetooelectric effect with maximum under 450 °K was found, mechanism of which has not been determined, however, it has a direct connection with bismuth ions presence [12]. In this regard, the research of interrelation between magnetic and electric properties, having been carried out earlier in a number of connections, [13–16] is relevant for bismuth ferrite garnets as well.

Materials and research methods.

Epitaxial films Nd1Bi5Fe5O12 (450 nm)/Nd2Bi1 Fe4Ga1O12 (90 nm) were examined on the glass substrate and Nd1.5Bi3.5Fe4O12 (450 nm) – on single-crystalline substrate GGG, grown in crystallographic direction (111). Films were produced applying the method of metal-organic compound decomposition of solution (MOD) [17] at the Technological University of Nagaoka (Japan). The process of film formation consisted of the following stages: applying solution on the metal-organic compounds blended so as to meet Stoichiometry requirements to a film structure on the centrifuge at 3000 rot/min within 10 minutes. → drying under 100 °C within 10 minutes → pre-burning under 450 °C within 10 minutes in the open air → repeating the processes from putting metal-organic solution on the centrifuge before preliminary burning so as to obtain the required film thickness → burning at 650°C for 1 hour in the open air. As a buffer layer on a non-directional glass substrate the film Nd1Bi5Fe4Ga1O12 was formed in advance with 90 nm thickness. Schematic diagram of the process MOD is shown in fig. 1.

Values of constants electro- and magnet-strictions were defined as a relative film deformation under the influence of electric and magnetic fields \( dL = \frac{R(H;E) - R(H = 0; E = 0)}{R(H = 0; E = 0)} \), where \( R(H;E) \) – strain gage resistance in external magnetic field, \( R(H = 0; E = 0) \) – strain gage resistance without external fields. The ZFLA-3-11 strain gage was used. Polarization was defined as a pyroelectric charge \( Q \) divided into the area of contact \( A \) \( P = \frac{Q}{A} \). Charge was measured applying the Keithley 6517B electrometer.

Results and discussions. Interaction of a magnetic and elastic subsystem can be implemented as a result of the single-ion mechanism, spin-orbit interaction and deformation dependence of exchange on the distance. The latter mechanism is found in the field of magnetic phase transition. Film magnetostriction constants on glass and GGG depending on the external magnetic field directed perpendicular to a film are measured. In fig. 2 and 3 temperature dependences of magnetostriction coefficient in magnetic field of 12 kOe for two films applied on different substrates are presented.

For a film on glass in the range of room temperatures the nonlinear dependence \( \lambda \) is observed (N). Lower than 310 K a magnetostriction constant in magnetic field of \( H = 12 \) kOe changes the sign. At a temperature of 200 K the maximum film compression is observed. When cooling from 200 K the constant magnetostriction value decreases and at 80K falls dramatically. A small anisotropy of magnetostriction is observed, so that film lengthening in the magnetic field, perpendicularly applied to a film, exceeds the film lengthening in the direction of the field. Under the film rotation relative magnetic field film lengthening reaches a maximum at coal 24 °. Lower than 280 K a minimum and a maximum of magnetostriction is reached at 30 ° respectively and perpendicular to the film.

The film on GGG substrate at \( T > 300 \) K linearly expands in magnetic field and contracts below room temperature. With the temperature decrease magnetostriction changes the sign, passes through a minimum at \( T = 160 \) K and similarly to glass practically does not depend on temperature at further cooling (fig. 3). Change of magnetic field orientation hardly influences the magnetostriction constant.

The film electrostriction value Bi: NIGNa on a glass substrate was measured in electric field up to 400 V / cm. The film slightly expands in the external electric field at \( T = 80 \) K. Above \( T = 120 \) K the film contracts not linearly and reaches the maximum size of compression in fields of 300–400 V/cm at \( T > 200 \) K. At temperatures above room there are two competing mechanisms: the first is connected with the film contraction, the second - with expansion. Magnetostriction in this area of temperatures changes the sign. Film deformation does not depend on the electric field sign. Electrostriction under absolute value increases at temperature rise, passes through a maximum at 200 K and decreases under a further temperature rise up to 360 K.

Polarization of Bi:NIG films is measured in the electric field of 400 V/cm amplitude with a frequency of 10 MHz in the form of a rectangular impulse under various magnetic field orientations. In fig. 4 and 5 dependences of polarization on time are represented at different temperatures for both films.

Over time electric polarization of the film on glass smoothly grows in external electric field. At switching off the field, polarization falls abruptly and changes the sign from positive value to negative below room temperature.
At temperatures over 300 K residual polarization coincides with external electric field by sign (fig. 4).

The time dependence of film polarization on garnet qualitatively differs from films on glass (fig. 5). Under switched off electric field residual polarization remains positive and smoothly increases over time.

Observed effects are explained by charged defects on the film-substrate interface which are compensated by the shift of oxygen ions along certain directions in crystal.

External electric field removes degeneration in the direction of polarization, leads to turning of the local dipolar moments across the field and to the formation of residual polarization. In films on glass there are two interfaces and double electric layer is formed causing the polarization sign change after switching off the field.

In films on glass and on garnets the anisotropy of electric polarization in magnetic field which is caused by magnetolectric effect is observed.

---

Fig. 1. Sketch flowchart MOD

Рис. 1. Эскизная схема технологического процесса MOD
Fig. 2. Dependence of the magnetostriction coefficient on temperature in Bi: NIG on a glass substrate

Рис. 2. Зависимость коэффициента магнитострикции от температуры в Bi:NIG на подложке из стекла

Fig. 3. Dependence of the magnetostriction coefficient on temperature in Bi: NIG on a GGG substrate

Рис. 3. Зависимость коэффициента магнитострикции от температуры в Bi:NIG на подложке из ГГГ

Fig. 4. Polarization of Bi: NIG film on glass over time:

а – at temperatures $t = 120^\circ$ KH = 0 (1), in magnetic fields $H = 12$ kOe when the magnetic field is oriented relative to the surface normal at angles $\varphi = 90^\circ$ (2), $\varphi = 180^\circ$ (3), $\varphi = 360^\circ$ (4); b – at temperatures $t = 200^\circ$ KH = 0 (1, 6), in magnetic fields $H = 12$ kOe when the magnetic field is oriented relative to the surface normal at angles $\varphi = 0^\circ$ (2), $\varphi = 90^\circ$ (3), $\varphi = 180^\circ$ (4), $\varphi = 360^\circ$ (5); c – at temperatures $t = 280^\circ$ KH = 0 (1, 6), in magnetic fields $H = 12$ kOe when the magnetic field is oriented relative to the surface normal at angles $\varphi = 0^\circ$ (2), $\varphi = 90^\circ$ (3), $\varphi = 180^\circ$ (4), $\varphi = 360^\circ$ (5); d – at temperatures $t = 360^\circ$ KH = 0 (3), in magnetic fields $H = 12$ kOe when the magnetic field is oriented relative to the surface normal at angles $\varphi = 0^\circ$ (2), $\varphi = 90^\circ$ (3), $\varphi = 180^\circ$ (4), $\varphi = 360^\circ$ (5).

Рис. 4. Поляризация пленки Bi:NIG на стекле от времени:

а – при температурах $t = 120^\circ$ KH = 0 (1), в магнитных полях $H = 12$ кЭ при ориентации магнитного поля относительно нормали поверхности при углах $\varphi = 90^\circ$ (2), $\varphi = 180^\circ$ (3), $\varphi = 360^\circ$ (4); b – при температурах $t = 200^\circ$ KH = 0 (1, 6), в магнитных полях $H = 12$ кЭ при ориентации магнитного поля относительно нормали поверхности при углах $\varphi = 0^\circ$ (2), $\varphi = 90^\circ$ (3), $\varphi = 180^\circ$ (4), $\varphi = 360^\circ$ (5); c – при температурах $t = 280^\circ$ KH = 0 (1, 6), в магнитных полях $H = 12$ кЭ при ориентации магнитного поля относительно нормали поверхности при углах $\varphi = 0^\circ$ (2), $\varphi = 90^\circ$ (3), $\varphi = 180^\circ$ (4), $\varphi = 360^\circ$ (5); d – при температурах $t = 360^\circ$ KH = 0 (3), в магнитных полях $H = 12$ кЭ при ориентации магнитного поля относительно нормали поверхности при углах $\varphi = 90^\circ$ (1), $\varphi = 360^\circ$ (2).
Magnetic field orientation angle is defined relative to a film surface normal. Dependence of polarization relaxation on time cannot be described by one functional dependence like an exponent, a logarithm or a power function. Change of electric polarization in magnetic field, under switching on and off electric field of $E = 400$ V/cm, reaches 40 % and depends on the direction of magnetic field relative to the film.

**Conclusion.** Contraction of films below room temperature has been found in magnetic and electric fields. Magnetostriction sign change under temperature rise in films on glass and on garnet has been revealed. Residual electric polarization after external electric field switching off has been observed. The anisotropy of polarization in external magnetic field has been found which indicates magnetoelectric interaction in bismuth ferrite films.
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FEATURES OF ELECTROACTIVATED WATER PRODUCTION
AT A COAXIAL ELECTRODE LOCATION

E. B. Pshenko*, I. Ya. Shestakov, V. I. Shestakov

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarsky Rabochy Av., Krasnoyarsk, 660037, Russian Federation
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Important characteristics of any product are quality and reliability. One of the factors affecting product reliability is the surface cleanliness provided by flushing with liquids. Electroactivating water and aqueous solutions can be used as liquids. On the basis of domestic and foreign experience, leading experts have developed methodological instructions for the widespread implementation of electro-activated water and aqueous solutions in instrument-making and mechanical engineering. For the production of electrochemically activated water and solutions, non-flowing and flow-through modular elements, as well as universal installations, have been developed. Analysis of the structures of these devices has shown that flat metal plates are used as electrodes, therefore there are volumes of water that are subjected to uneven electrical effects. As a result, the specific energy consumption for obtaining activated water is significant. The purpose of the work is to reduce the specific energy consumption in the production of activated water and aqueous solutions. Coaxial arrangement of the electrodes leads to a reduction in energy consumption. The study of the electroactivator of water with a coaxial arrangement of electrodes allowed us to establish the optimal ratio between the volumes of anolyte and catholyte and the time of electrolysis of water and an aqueous solution of sodium chloride. A new indicator of efficiency (the specific energy consumption per unit of change in the pH of water or an aqueous solution) objectively reflects the perfection of the design of electroactivators. The research results can be used in instrument and mechanical engineering.

Keywords: water, electrochemical activator, anolyte, catholyte.

ОСОБЕННОСТИ ПОЛУЧЕНИЯ ЭЛЕКТРОАКТИВИРОВАННОЙ ВОДЫ ПРИ КОАКСИАЛЬНОМ РАСПОЛОЖЕНИИ ЭЛЕКТРОДОВ

Е. Б. Пшенко*, И. Я. Шестаков, В. И. Шестаков

Сибирский государственный университет науки и технологий имени академика М. Ф. Решетнева
Российская Федерация, 660037, Красноярск, просп. им. газ. «Красноярский рабочий», 31
*E-mail: pshenko-64@mail.ru

Важной характеристикой любого изделия является качество и надежность. Одним из факторов, влияющих на надежность изделий, является чистота поверхности, которая обеспечивается промывкой жидкостями. В качестве жидкости могут быть использованы электроактивированная вода и водные растворы. На основе отечественного и зарубежного опыта ведущими специалистами разработаны методические инструкции по широкому применению и использованию электроактивированных вод и водных растворов в приборостроении. Для получения электрохимически активированной воды и растворов разработаны непроточные и проточные модульные элементы, а также универсальные установки. Анализ конструкций этих устройств показал, что в качестве электродов применяются плоские металлические пластинки, поэтому имеются объемы воды, которые подвергаются неравномерному электрическому воздействию. В результате этого удельные энергозатраты на получение активированной воды значительно. Целью работы явилось снижение удельных энергозатрат при получении активированной воды и водных растворов. Коаксиальное расположение электродов позволяет к снижению энергозатрат. Исследование электроактиватора воды с коаксиальным расположением электродов позволило установить оптимальное соотношение между объемами анодита и катодита и временем электролиза воды и водного раствора хлорида натрия. Новый показатель эффективности (удельные энергозатраты на единицу изменения водородного показателя воды или водного раствора)
Introduction. The amazing properties of water obtained by electrolysis were discovered in different countries independently. The unusual properties of the electro-activated water were discovered by chance, not by the doctors, but by the gas workers, not in the laboratory, but on the drilling test towers of the Institute SredAzNIIGaz. This institute was located in Tashkent and was engaged in gas production in the Kyzyl Kum desert. The scientists of this institute came up with an original installation: on the basis of electrolysis, two solutions were obtained from this institute. One of them, catholyte, was used to produce drilling mud with high physical and chemical indices. Another solution – anolyte – was used for coagulation of excess clay phase.

The study and use of electroactivated water solutions began in 1978 in the organization “Sreda-3 NIIgaz”, where S. A. Alekhn, V. M. Bakhir, N. A. Mariam-Polsky, U. D. Mamadzhanov et al. worked [1–3].

Three international symposiums were held on the electro-chemical activation of water and aqueous solutions [4–6]. In the introductory report at the first symposium the President of the Academy of Medical and Technical Sciences of Russia, Doctor of Technical Sciences, Professor B. I. Leonov noted that “electrochemical activation of water and water solutions is the technology of the future, which will allow creating an ecologically clean future for the Earth and other planets”. Further work confirms the conclusion of the scientist [7–9].

The widespread use of activated water is presented in article [10]. Water with pH 2–3 was introduced into a solution of ferric chloride for etching printed circuit boards [11]. The etching rate has increased, the process of industrial waste regeneration has been simplified. For cleaning printed circuit boards, a composition consisting of electro-activated water (pH 12–14) and caustic soda has been developed [12]. The cleaning time is reduced several times. When cutting metals, the redox potential of the emulsion was measured at the time of chip removal. As soon as the cutting began, the redox potential became negative. Having added electroactivated water (catholyte) with redox potential from minus 300 to minus 800 mV to the emulsion, a new coolant-lubricant was obtained [13]. Working on the process of industrial waste utilization, the authors improved the previously developed coolant-lubricant. The activator was close to the metalworking machine. At the same time, the catholyte was directed to the cutting zone, and the anolyte was mixed with the spent emulsion. The effect of increasing the cutting tool durability was obtained, the emulsion stability increased 1.5 times, and the used coolant did not require additional treatment for utilization [14].

For washing printed circuit boards, various liquids are used. In the study [15] electroactivated water was used for this purpose, which led to a reduction in the consumption of chemicals.

To obtain electrochemically activated water and solutions such devices are used as: STEL installations, Aquachlor, Izumrud; flow modular elements PEM-3, PEM-7, PEM-9; universal MB-11, MB-26, etc. With a small consumption of activated water, a large variety of electroactivators are offered: Iva-1, Melesta, AP-1, Aqualife and others (fig. 1).

Analysis of the structures of these devices showed that flat metal plates are used as electrodes, therefore there are volumes of water that are exposed to uneven electrochemical effects. In addition, due to the small surface area of the electrodes, the current density increases, which, according to the Tafel equation, leads to an increased overvoltage of electrochemical processes. As a result of this, the specific energy consumption for obtaining activated water is significant and amounts to 15–30 W · h / l. The calculation is made on the basis of passport data.

In the Espero-1 electroactivator shown in fig. 2, the anode is made in the form of a graphite rod of square section, the cathode is made of thin-sheet steel in the form of a cylindrical shell. The electrodes are mounted coaxially to each other. The anode is in the center, the cathode is in the periphery. As a result, the water in the activator is subjected to electrochemical exposure, which leads to a significant reduction of energy consumption to 2–3 W · h / l (when dissolving table salt in water 10 g/l). On the side surface of the anode, due to the right angle, the electric field strength and current density are increased, which adversely affects the efficiency of the electroactivator.

Methods and equipment of research. To study the activator with a coaxial arrangement of electrodes, a device with a graphite rod of circular cross-section was manufactured [16]. Fig. 3 shows an experimental electroactivator.

Tarpaulin cloth is used as the diaphragm. The anode is a graphite rod, the cathode is a hollow stainless steel cylinder. Fig. 4 shows the assembled electroactivator, power supply, multimeter and pH meter.

Methods of conducting experiments in the study of electroactivator with a coaxial arrangement of electrodes:
1. Filling the glass tank with cold tap water.
2. Settling water with the lid open for at least 8–10 hours at room temperature.
3. Control the pH of the source water.
4. Filling the anodic and cathodic spaces of the activator with water.
5. Installation of the electrode in the anode space.
6. Pause from 3 to 5 minutes to level the water levels in the cathode and anode spaces.
7. Electrochemical effect on water by passing a current.
8. Current control.
9. After disconnecting the voltage, the anolyte is discharged into a separate container.
10. Control of pH of the anolyte (pHA) and the catholyte (pHK).
Технологические процессы и материалы

Fig. 1. Electric water activators: Iva-1, Melesta, AP-1
Рис. 1. Электроактиваторы воды: Ива-1, Мелеста, АП-1

Fig. 2. Electroactivator “Espero-1”
Рис. 2. Электроактиватор «Эсперо-1»

Fig. 3. Experimental electroactivator
Рис. 3. Экспериментальный электроактиватор
Specific energy consumption is determined by the formula:

$$Q = I \cdot U \cdot \tau / 60 \cdot V,$$

where $U$ is the voltage on the electrodes, V; $V$ is the volume of activated water, l; $I$ is the amperage, A; $\tau$ is the time of water activation, min.

We believe that the specific energy consumption does not reflect the efficiency of the electroactivator. It is proposed to evaluate the operation of the device according to the following indicator:

$$q = Q / \Delta pH,$$

where $q$ is the specific energy consumption per unit of change in the pH of water or an aqueous solution; $\Delta pH = pH_K - pH_A$ is the difference in pH values of catholyte and anolyte.

The experiments were conducted at a different ratio of the volumes of anolyte and catholyte from 0.35 to 1.72.

**Results.** Experiments have shown (fig. 5) that the minimum value of specific energy consumption per unit of pH change is typical for a volume ratio of 0.57, there-
fore, further experiments were carried out with this ratio. It can be seen from the figure that with electrolysis time from 3.5 to 7 minutes specific energy consumption for the specified ratio of volumes is 15–20 % less than for other values.

Fig. 6 shows the changes in the pH of anolyte and catholyte from the time of water activation. It follows from the graph that the maximum change in the hydrogen index (pH) occurs in 7 minutes of electrochemical activation of water.

For the experiments an aqueous solution of sodium chloride (0.9 % physiological solution widely used in medicine and in everyday life – the Espero activator) was used. The results are presented in fig. 7, 8.

The nature of the change in the pH of the solution and the specific energy consumption does not change with the activation time.

However, the specific energy consumption is an order of magnitude less and the maximum change in the pH value occurs in 3 minutes.
Fig. 8. The change in the pH of the anolyte and catholyte from the time of activation of water using an aqueous solution of sodium chloride (0.9 % physiological solution)

Рис. 8. Изменение pH анолита и католита от времени активации воды с использованием водного раствора хлорида натрия (0.9 % физиологический раствор)

<table>
<thead>
<tr>
<th>Model</th>
<th>Ratio $V_j/V_k$</th>
<th>Specific energy consumption $q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melesta</td>
<td>0.6</td>
<td>2.86</td>
</tr>
<tr>
<td>AP-1</td>
<td>0.33</td>
<td>2.77</td>
</tr>
<tr>
<td>IVА-1</td>
<td>0.75</td>
<td>2.96</td>
</tr>
<tr>
<td>Aqualife</td>
<td>0.11</td>
<td>2.76</td>
</tr>
<tr>
<td>Espero-1</td>
<td>0.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Electroactivator under study</td>
<td>0.57</td>
<td>1.25</td>
</tr>
</tbody>
</table>

The results of the calculations of the specific energy consumption per unit of change in the water pH are shown in the table. It follows from the table that the electrical activator has the minimum value of specific energy consumption per unit of change in the pH value.

**Conclusion.** Existing devices for the electrochemical activation of water and aqueous solutions have design flaws, and therefore have increased specific energy consumption. The developed electroactivator with a coaxial arrangement of the electrodes has the lowest specific energy consumption per unit of change in the pH value, which is very important at the present time.
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