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OBJECT TRACKING WITH DEEP LEARNING
V. V. Buryachenko', A. I. Pahirka
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31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
E-mail: buryachenko@sibsau.ru

Tracking objects is a key task of video analytics and computer vision, which has many applications in various fields.
A lot of tracking systems include two stages: detecting objects and tracking changes in the position of objects. At the
first stage, objects of interest are detected in each frame of the video sequence, and at the second, the correspondence
of the detected objects in neighboring frames is assessed. Nevertheless, in difficult conditions of video surveillance, this
task has a number of difficulties associated with changing the illumination of the frame, changing the shape of objects,
for example, when a person is walking, and the task is also complicated in the case of camera movement. The aim of the
work is to develop a method for tracking objects on the basis of deep learning, which allows to track several objects in
the frame, including those in the rough conditions of video surveillance. The paper provides an overview of modern
methods for solving objects tracking tasks, among which the most promising one is deep learning neural networks ap-
plication. The main approach used in this paper is neural networks for detecting regions (R-CNN), which has proven to
be an effective method for solving problems of detection and recognition of objects in images. The proposed algorithm
uses an ensemble containing two deep neural networks to detect objects and to refine the results of classification and
highlight the boundaries of the object. The article evaluates the effectiveness of the developed system using the classical
in the field MOT(Multi-Object tracking) metric for objects tracking based on the known databases available in open
sources. The effectiveness of the proposed system is compared to other well-known works.

Keywords: intelligent systems, deep learning, motion estimation, convolutional network for regions classification
(R-CNN).

METO/bI CJEXEHUA 3A OBBEKTAMU C IPUMEHEHUEM I'NTYBOKOI'O OBYUEHUA

B. B. BypH‘ICHKO*, A. W. TTaxupka

CubupcKuii TocyJapCTBEHHBIM YHUBEPCUTET HAYKH M TEXHOJIOTHUI MMeHH akagemuka M. @. PemietHeBa
Poccwuiickas @enepauns, 660037, r. KpacHosipck, npocrt. uM. razersl «KpacHosipckuii padounii», 31
*® . .
E-mail: buryachenko@sibsau.ru

Cnescenue 3a 00beKmMamu 67I5eMcst KIOYesol 3a0ayeli 6UOeOaHAIUMUKU U KOMIbIOMEPHO20 3PEHUsl, KOMOPAsl
uMeem MHOINCECMBO NPUMEHEHUNl 8 pa3iuynblx obnacmsax. borvwuncmeo cucmem caescenust gxnoyarom 6 cebs 08a
amana: obuapydlcenue 00beKmos U OMCIEHCUBAHUe USMEHEHUst NOAodICeHUss 00bexmos. Ha nepeom smane ocywecme-
Jsilemcst 0OHapyicenue 00beKmos UHMepeca 8 KanicooM Kaope Uoeonocied08amenbHOCMuU, d Ha 6MOpPOM GbINOIHAEMC S
OYEHKA COOMBEMCMBUST OOHAPYICEHHBIX 00BLEKMO8 8 cOCeOHUx kaopax. Tem He MeHee 6 CLOJNCHBIX YCI0BUSX 6UOCOHAO-
JII00eHUsT OaHHAsL 3a0a4a umeem psi0 0COOEHHOCMelU, CEA3AHHbIX C USMEHEHUEM OCECWeHHOCMU Kaopd, UMeHeHUeM
Gopmul 00beKmos, Hanpumep npu Xx00boOe YeN08eKa, d MAKICE YCIONCHIEMCSL 8 Cydae O8udiceHus kamepul. Llenvio pa-
bombl A615eMCsl pazpabomKa Memooa CLediCeHus 3a 00beKmamu Ha OCHO8e HEUPOHHbIX cemell 21yO0K020 0byueHus,
KOMOPbILl NO360I51eN OCYWECETIAMb OMCIENHCUBAHUE HECKONbKUX 00BEKNO8 8 Kaope, 8 MOM HYUCTE U 8 CLOICHbIX YCIIO-
susx 8udeoHab00eHus. B pabome evinoinen 0030p cO8PEMEHHBIX Memo008 peueHUs 3a0ay CIedCeHUsl 3a 00beKmamu,
cpeou Komopwvix Haubosee nepcneKmuHbvIM nH00X000M ABIAEMCs UCNONb308aHUe cemell 21yboKko2o 0b6yuenus. OcHOg-
HbIM UCNOIb3YEMbIM HOOX000M 8 OAHHOU CMmamve sGIINCsL HelPOHHble cemu 015 0OHapyicenus pecuonos (R-CNN),
KOmopble nokazanu ceos sphexmugnvim Memooom O pewenust 3a0ay 0OHAPYIICEHUsT U PACNO3HABANUSL 00bEKMO8
Ha uzobpadicenusx. Ilpednodicennvlii aneopumm ucnoIb3yem ancamonb, cooepicauuil 08e 21yOoKue HelpoHHble cemu
01 06HapydHCceHUst 00BLEKMO8 U YMOYHEHUs! Pe3YTbMamos Kiaccugukayuu u evloeienust 2panuy obvekma. B cmamve
BbINOIHEHA OYeHKA d¢hpexmusHocmu pazpabomaHHol CUcCmemsbl ¢ UCHOIb306aHueM Kiaccuueckot mempuku MOT
6 obnacmu ciedcenusi 3a 00bEeKMAMU HA U3BECIHBIX OA3aX OAHHBIX, OOCHYNHBIX 8 OMKPbIMbIX ucmounukax. Ilpogedeno
cpasHerue QPHEKMUBHOCMU NPEONONCEHHOU CUCEMbL C OPY2UMU U36ECIMHbIMU PAOOMAMU.

Kniouesvie cnosa: unmennexmyanvusie cucmemsl, 2nybokoe obyueHue, OYyeHKA OBUNCEHUs, C8EPIMOYHAS Cemb ONis
Kaaccugurayuu pecuoHos.
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Introduction. In recent years, methods of measuring
motion and tracking objects have achieved impressive
results. Works on monitoring the movement of people in
public places, facial recognition methods, suspicious ob-
jects detection and people’s deviant behavior are practical
applications for improving security. Video sequence sta-
bilization methods are also widely used in video analytics
as well as to improve the convenience of operators’ work
with surveillance systems. Stabilization eliminates unin-
tentional video jitter, while preserving directed motions
and camera panning.

Most of the tasks discussed are based on the use of
high-level video sequence analysis, motion estimation,
and object tracking techniques, which require demanding
tasks to detect and track special points in video sequence
frames. The application form proposes to use modern
deep learning technologies to improve quality and reduce
computational and time costs for performing motion esti-
mation and stabilizing video sequences.

Review of publications. Deep neural networks have
proved to be one of the best technologies for solving nu-
merous problems related to digital image processing. The
greatest success was demonstrated by convolutional neu-
ral networks containing from 10 to 300 layers, when solv-
ing image recognition problems [1], semantic analysis of
texts [2] and training with reinforcement [3]. Recent stud-
ies have shown the effectiveness of artificial neural net-
works of complex structures when solving problems of
motion analysis [4; 5] and evaluating optical flow [6; 7],
as well as the possibility of using such technologies to
stabilize video sequences [8]. One known approach used
to detect and track objects is to estimate the visibility in
the frame [9; 10].

This paper examines methods of tracking moving ob-
jects using deep learning approaches. To improve the
quality of the algorithm, a convolutional network is used
to classify regions (R-CNN) and methods for stabilizing
the received video material. Visual tracking of objects is a
classical computer vision task in which the position of the
target is determined in each frame. This area of research
remains in demand due to the large number of practical
tasks based on tracking various objects. The algorithms
used in this field are also improving, and allow to solve
highly complex problems, such as occlusion, changing the
position and shape of objects, people’s appearance, light-
ing and presence of a complex background with various
textures. In this regard, the publications offer a number of
algorithms and approaches aimed at solving various track-
ing problems and improving the overall performance of
object tracking.

Tracking of objects. A typical tracking system con-
sists of two main models, the motion model and the ap-
pearance model. The motion model is used to predict the
target location in the subsequent frame, similarly to the
use of the Kalman filter or particle filter to simulate the
target motion. The motion model can also be simple, for
example including linear motion, on the basis of which
several more complex trajectories are built; and more
complex, which track objects taking with respect to
changes in direction and speed of movement. To speed up
the motion evaluation process, a motion value assumption
is proposed within the search box around the previous
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location of the object. On the other hand, the appearance
model is used to describe the target and check the pre-
dicted location of the target in each frame. Appearance
models can use generative and discriminatory methods. In
generative methods, tracking is performed by searching
for a region most similar to an object. Discriminatory
methods use a classifier that allows to distinguish between
the object and the background. In general, the appearance
model can be updated during system operation, taking
into account required changes to objects. This allows, for
example, to continue tracking a person when turning or
tilting a body.

Traditionally, motion tracking algorithms have used
manually calculated functions based on pixel intensity,
color, and histogram of oriented gradients (HOG) to rep-
resent the target in generative or discriminatory descrip-
tion models. Although they achieve satisfactory perform-
ance under certain conditions, they are not resistant to
major changes in the appearance of objects. Deep training
using Convolution Neural Networks (CNN) has recently
significantly improved the performance of various com-
puter vision applications.

This approach also affected visual tracking of objects
and partially allowed to overcome difficulties and get
better performance compared to the methods used earlier.
In CNN-based tracking systems, the object appearance
model is based on convolutional network training, and the
classifier is used to mark the path on the image as belong-
ing to the object or background. CNN-based systems have
achieved a modern level of efficiency even using simple
off-line motion models without retraining. However, such
systems usually experience high computational loads due
to the large number of possible trajectories of objects dur-
ing the stages of neural network training and objects
tracking.

A promising trend in the field of object tracking is the
tasks associated with the analysis of a large number of
people in a frame (Multi-object tracking (MOT)). This
task has two stages: detecting objects and associating
them in different frames. During the first stage, desired
objects are detected in each frame of the video stream,
where the objects may be different depending on the de-
tector used. The quality of detection directly affects the
performance of the tracking system. The second stage
includes searching for a match between detected objects
in the current frame and the previous one to estimate their
motion paths. The high accuracy of the object detection
system results in fewer missing objects and more stable
trajectories. However, at the same time, excessive retrain-
ing of the detection system can reduce the quality of the
system when changing object parameters. Applying addi-
tional approaches when solving the problem of associat-
ing objects in different frames can improve the quality of
tracking complex objects with changing parameters. The
accuracy of object detection can be increased by using a
convolutional neural network based on deep learning.
Objects are merged based on appearance and improved
motion functions.

R-CNN-based object tracking system. One of the
areas of research is the development of an algorithm that
allows to improve tracking objects accuracy by using a
convolutional network for classifying regions (R-CNN)
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and increasing the speed of the system to close to real
time evaluation. A convolutional network allows to clas-
sify an area as belonging to an object or background, and
at the same time, the characteristic map obtained during
the network operation is also used to perform approximate
localization of objects and allows to reduce the time for
evaluating matches between them.

Practical experiments were conducted applying the
neural network to classify regions, the structure of which
is shown in tab. 1. The main task is to track several types
of objects in a frame: people and cars. Proposed method
includes components of human detection, prediction of
objects position in subsequent frames, association of de-
tected objects and control of selected objects cycle. The

most widely known object detection algorithm is YOLO
[24], which is fast enough to detect several objects in real
time, but has insufficient accuracy, leading to trajectories
fragmentation and complexities with identifying detected
objects.

The basic diagram of the developed system is shown
in fig. 1. With the development of deep learning-based
algorithms, detection of objects in complex conditions has
become much easier. A key component of the algorithm is
a convolutional region detection network (R-CNN).

During the first stage, a region proposal network
(RPN) generates bindings to regions in the image that
have a high probability of an object presence. This proc-
ess is divided into three steps.

Table 1

Convolutional region network parameters

Layer name Filter dimensions Step Number of layer outputs
Conv 1 3x3 1 32x128%x6432x128x64
Conv 2 3x3 1 32x128%x6432x128x64
Max pool 1 3x3 2 32x64x3232x64x%32
Residual block 1 3x3 1 32x64%3232x64%32
Residual block 2 3x3 1 32x64x3232x64%32
Residual block 3 3x3 2 64x32x1664x32x16
Residual block 4 3x3 1 64x32x1664%32x16
Residual block 5 3x3 2 128x16x8128x16%8
Residual block 6 3x3 1 128x16x8128x16%8
Dense layer 1 — 128
Batch norm - 128

Y

T30 0

Convolution network layers

Binary classification: R-CNN

Object / Not an object

Object tracking

Feature map

Object classification
by category

Regions of block
refinement

Fig. 1. The structure of the proposed object tracking system and objects classification

Puc. 1. CtpykTypa npeanoXeHHONH CUCTEMBI I OTCICKUBAHUS U KiacCH(UKALNKI 00BEKTOB
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The first one includes a feature extraction process us-
ing a convolutional neural network. Convolution object
maps are generated on the last layer. The second step uses
the sliding window approach on these object maps to cre-
ate blocks containing objects. The block parameters are
refined in the next step to indicate the presence of objects
in them.

Finally, in the third step, the generated masks are re-
fined using a simpler network that calculates a loss func-
tion for selecting key blocks containing objects. For a
neural network, proposing regions is a necessary step in
extracting convolution functions that are calculated using
the main network.

Pilot studies. Effectiveness of the object tracking al-
gorithm was assessed using more than 10 video sequences
from open databases: KITTI Vision Benchmark Suite
[11], Drones Dataset [12], MOT16 [13], containing more
than 20,000 frames for which the boundaries of objects of
interest were indicated: people and machines. Scenes vary
significantly in terms of background, lighting conditions,
and how the camera moves. The study allows to deter-
mine the accuracy of detecting and tracking moving ob-

jects in accordance with the known metric Clear MOT
(1), showing the ratio of correctly detected pixels in the
image belonging to objects of interest to a known value
(Ground Truth) [14]:

D> (FB+FN,+ID_Sw,)
MOTA =1--* ,

>,
t

where ¢ — the frame number of the video sequence; GT —
a valid value indicating the number of pixels containing
the object of interest; FP and FN are false positive and
false negative detectors respectively; ID_Sw is the thresh-
old for changing object identity due to complex trajecto-
ries and noise during observation.

Tab. 2 shows the main results of object tracking sys-
tem operation on various video sequences, as well as the
scene parameters. Fig. 2 shows examples of object track-
ing.

Tab. 3 presents the assessment of the basic object
tracking system quality parameters in comparison with
other modern systems.

Table 2
Tracking system efficiency assessment
Video sequence name Resolution FPS Number of frames Camera motion MOTA
MOT16 07 [13] 1920x1080 30 500 Y 64.1
DJI 0574 [12] 3840x2160 60 960 Y 78.5
Bluemlisalphutte Flyover [12] 1280x720 60 990 Y 75.8
Berghouse Leopard Jog [12] 1280%720 30 1110 N 63.2
Kitty 0016 [11] 1920x1080 30 509 Y 58.1
Kitty 0018 [11] 1920x1080 60 179 Y 61.4
Kitty 0024 [11] 1920x1080 30 315 N 63.7

Kitty 0016.mp4

0002

Kitty 0018 . mp4

0065

Leopard Jog.mp4

Jrones Berghouse

Fig. 2. Object racking examples of testing videos

Kitty 0024 .mp4

Puc. 2. HpI/IMepBI OTCJICKUBAHUS 00BEKTOB TECTOBBIX BHHCOHOCHCHOB&TCHBHOCTCﬁ

Table 3
Assessment of different object tracking systems efficiency
MOTA MOTP FP FN Runtime
KNDT 68.2 79.4 11,479 45.605 0.7 Hz
POI 66.1 79.5 5061 55.914 10 Hz
SORT 59.8 79.6 8698 63.245 60 Hz
Deep Sort 614 79.1 12.852 56.668 40 Hz
Proposed system 60.8 79.8 3855 37.45 42 Hz

153



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 21, Ne 2

Conclusion. As a result, the system has been devel-
oped to track various objects for video surveillance
and video analytics. Features of the algorithm are pseudo-
real speed: 25-35 frames per second at the resolution
of 1920 x 1080, as well as high quality of object tracking,
which is associated with the use of the neural network
to clarify the detected regions. To improve operator con-
venience and video analysis system quality, the system
includes video sequence stabilization techniques that im-
prove both real-time video and existing video by eliminat-
ing unintentional jitter.

References

1. Krizhevsky A., Sutskever I., Hinton G. E. Ima-
geNet classification with deep convolutional neural net-
works. Communications of the ACM. 2017, Vol. 60,
No. 6, P. 84-90.

2. Socher R., Perelygin A., Jean Y. Wu, Chuang J.,
Manning C. D., Ng A. Y., Potts C. Recursive Deep Mod-
els for Semantic Compositionality Over a Sentiment
Treebank. Proceedings of the Conference on Empirical
Methods in Natural Language Processing (EMNLP).
2013. P. 1631-1642.

3. Mnih V., Kavukcuoglu K., Silver D. et al. Human-
level control through deep reinforcement Ilearning.
Nature. 2015, Vol. 518, P. 529-533. Doi:
10.1038/nature14236.

4. Khan G., Tariq Z., Khan M. Multi-Person Tracking
Based on Faster R-CNN and Deep Appearance
Features, Visual Object Tracking with Deep Neural
Networks, Pier Luigi Mazzeo, Srinivasan Ramakrishnan
and Paolo Spagnolo, IntechOpen. 2019. Doi:
10.5772/intechopen.85215.

5. Ren S., He K., Girshick R., Sun J. Faster R-CNN:
Towards Real-Time Object Detection with Region Pro-
posal Networks Computer Vision and Pattern Recognition
arXiv: 1506.01497, 04.01.2015.

6. Hui T.-W., Tang X., Loy C.-C. LiteFlowNet:
A lightweight convolutional neural network for optical
flow estimation. /[EEE Conference on Computer Vision

and Pattern Recognition, Salt Lake City, Utah, USA,
2018, P. 8981-8989.

7. Dosovitskiy A., Fischer P., Ilg E., Housser P.,
Hazirbas C., Golkov V., van der Smagt P., Cremers D.,
Brox T. Flownet: Learning optical flow with convolu-
tional networks. IEEE International Conference on Com-
puter Vision, 2015, P. 2758-2766.

8. Wang M. et al. Deep Online Video Stabilization
With Multi-Grid Warping Transformation Learning.
IEEFE Transactions on Image Processing, 2019, Vol. 28,
No. 5, P. 2283-2292. Doi: 10.1109/T1P.2018.2884280.

9. Favorskaya M. N., Buryachenko V. V., Zotin A. G.,
Pahirka A. I. Video completion in digital stabilization task
using  pseudo-panoramic  technique. [Int.  Arch.
Photogramm. Remote Sens. Spatial Inf. Sci. 2017,
Vol. XLII-2/W4, P. 83-90.

10. Favorskaya M. N., Buryachenko V. V. Back-
ground extraction method for analysis of natural images
captured by camera traps. Informatsionno-uprav-
liaiushchie sistemy. 2018, No. 6, P. 35-45. Doi:
10.31799/1684-8853-2018-6-35-45.

11. Geiger A., Lenz P., Urtasun R. Are we ready for
autonomous driving? The KITTI vision benchmark suite.
IEEE 2012 Conference on Computer Vision and Pattern
Recognition, Providence, RI, 2012, P. 3354-3361,

12. Drone Videos DJI Mavic Pro Footage in Swit-
zerland Available at: https://www.kaggle.com/kmader/
/drone-videos (accessed 05.05.2019).

13. Milan A., Leal-Taixé L., Reid I.,, Roth S.,
Schindler K. MOT16: A Benchmark for Multi-Object
Tracking. arXiv:1603.00831 [cs], (arXiv: 1603.00831),
2016.

14. Sun S., Akhtar N., Song H., Mian A. S., Shah M.
Deep Affinity Network for Multiple Object Tracking.
IEEE Transactions on Pattern Analysis and Machine In-
telligence, 2017, P. 1-15.

15. Zhou Xiangzeng, Xie Lei, Zhang Peng, Zhang
Yanning. An Ensemble of Deep Neural Networks for Ob-
ject Tracking. IEEE International Conference on Image
Processing, ICIP 2014, 2014.

@ Buryachenko V. V., Pahirka A. 1., 2020

Buryachenko Vladimir Viktorovich — Cand. Sc., Associate Professor; Reshetnev Siberian State University of Sci-

ence and Technology. E-mail: buryachenko@sibsau.ru.

Pahirka Andrei Ivanovich — Cand. Sc., Associate Professor; Reshetnev Siberian State University of Science and

Technology. E-mail: pahirka@sibsau.ru.

Bypsiuenko Bnagumup BuKTOpPOBHY — KaHIMIAT TEXHUYECKUX HAYK, JOLEHT; CHOMPCKHMI rocyaapcTBEHHBIN
YHHUBEPCHUTET HAYKH U TEXHOJIOTHH UMeHH akafgeMuka M. @. PemerneBa. E-mail: buryachenko@sibsau.ru.

IMaxupka Anapeii UBaHOBHY — KaHIUIAT TEXHUIECKUX HAYK, NOUEHT; CHOMPCKUI rocynapCTBEHHBIN YHUBEPCH-
TET HAayKH U TeXHOJOrui nMeHu akanemuka M. @. PemerneBa. E-mail: pahirka@sibsau.ru.




HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

UDC 691.175
Doi: 10.31772/2587-6066-2020-21-2-155-162

For citation: Bychkovsky V. S., Butorin D. V., Bakanin D. V., Filippenko N. G., Livshits A. V. Volume tempera-
ture control at automated high-frequency processing of polymer and composite materials. Siberian Journal of Science
and Technology. 2020, Vol. 21, No. 2, P. 155-162. Doi: 10.31772/2587-6066-2020-21-2-155-162

Jas uutupoBanns: OOBEeMHBIH KOHTPOJIb TEMIEPATYPHI TIPH aBTOMATU3NPOBAHHON BBEICOKOYACTOTHOH 00paboTke
TTOTUMEPHBIX U KOMITO3UIMOHHEIX Matepuaios / B. C. berukosckwuii, 1. B. Byropun, /1. B. bakanusn u np. // Cubupckuit
*KypHan Hayku u TexHoioruid. 2020. T. 21, Ne 2. C. 155-162. Doi: 10.31772/2587-6066-2020-21-2-155-162

VOLUME TEMPERATURE CONTROL AT AUTOMATED HIGH-FREQUENCY PROCESSING
OF POLYMER AND COMPOSITE MATERIALS

V. S. Bychkovsky*, D. V. Butorin, D. V. Bakanin, N. G. Filippenko, A. V. Livshits

Irkutsk State Transport University
15, Chernyshevsky Av., Irkutsk, 664074, Russian Federation
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The purpose of this work is to develop and justify a method for volumetric temperature control of a polymer and
composite material in automated high-frequency processing. The developed method is implemented by introducing
thermocouples into the prism-shaped or cube-shaped sample body according to a certain pattern of their location
throughout the volume. This technique is cost-effective and easy to implement compared to expensive and specialized
equipment with complex design, as well as to the cost of thermocouples having a simple design.

Methods to achieve the purpose of the research of the contact method of volumetric temperature of a polymer or
composite sample control are development and outlining thermocouples throughout the volume so as to identify the
most accurate temperature spectrum of the polymer or composite sample during automated high-frequency processing.
Another method to achieve this purpose is the method of finding out how it will affect the measurements accuracy of the
heating sample temperature from the introduction of thermocouples by making holes in it for installation. For this, a
finite-difference mathematical calculation of the dependence of the sample temperature on the number of holes for
thermocouples in it was performed in the MSC Patran Sinda software package. The calculation results were summa-
rized and presented on graphic data. Further, a general mathematical calculation was performed according to the for-
mulas for the process of heat and mass conductivity calculation, the results of which were table and graphic data.

At the end of the finite-difference and general mathematical calculation, a comparative analysis of the obtained er-
ror of temperature measurement from the introduction of thermocouples into the body of the sample was performed.
Based on this analysis, the developed method is applicable for further research on automated high-frequency process-
ing of polymer and composite materials, since the errors obtained do not exceed the permissible 3 %.

Keywords: polymers, high-frequency heating, finite-element mathematical model, general mathematical model.
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Lenvro Oannoti pabomul sensemces papabomams u 000CHOBAMb CNOCOO 00BLEMHO20 KOHMPOJSL MEeMNepamypsl
NOAUMEPHO20 U KOMNOZUYUOHHO20 MAMEPUANd NPU AGMOMAMUUpOBAHHOU 8bICOKOYACTMOMHOU obpabomke. Paszpabo-
MAaHHBLL CNOCOO peanu3yemcs nymem HeOPeHUs mepmMonap 6 meio obpasya no gopme npusmvl unu Kyba no onpede-
JIEHHOT CXeMe UX PACRONIONCEHUs. N0 8cemy 00veMy. [lannas Memoouka npocma 8 peanu3ayuil U IKOHOMUYECKU 8bl200-
HA NO CPABHEHUIO CO CMOUMOCMbIO O0PO2020 U CREYUANUZUPOSAHHO20 000PYO0SAHUSL CO CNONCHOU KOHCMPYKYUel
U camux mepmonap, UMeIOUUX nPOCMyr0 KOHCIMpPYKYUio.

Memooamu docmudiceHuss NOCMABNEHHOU Yeau UCCIe008aAHUll KOHMAKMHO20 CHOCObA 00beMHO20 KOHMPOAA meM-
nepamypvl HOIUMEPHO20 UNU KOMNOZUYUOHHO20 00pa3ya seisiiomcst papabomka 4 NOCmMpoeHue cxembl PACNOLONCEHUs
mepmMonap no ecemy obvemy mak, Ymoowl blsUMb HAUOOee MOYHO MEMNEPAMYPHBI CHEKMP NOJUMEPHO20 UL KOM-
NO3UYUOHHO20 00paA3Ya NPU ABMOMAMUUPOBAHHOU BbICOKOUACMOmHOU obpabomke. Paspabomana cxema pacnono-
arcenusi mepmonap. Cnedyrowum mMemooom 0 O0CMUICEHUSE NOCMAGIEHHOU Yelu CMal Memoo GbISICHEHUS GIULHUS
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Ha MOYHOCMb UBMEPEHUTI MeMNEPamypbl Hazpeéda 00pasya 6 3a8UCUMOCIU OM BHEOPEHUSI 8 He20 MePMONap 3d cyem
BbINONIHEHUSL @ HeM OMEepCMuil 1Sl UX YCMAHOBKU. [l 9Mo20 6biNOIHEH KOHEYHO-DASHOCMHBINL MAmemMamuieckuil
pacuem 3a8UcUMOCIU MeMRepamypsl 00pasya om KOIUHecmaed omeepcmuil Ho0 MepmMonapvl 6 Hem 8 NPOSPaAMMHOM
xomniaexce MSC Patran Sinda. Pe3ynbmamul pacyema ceéedeHbl U npe0CmagieHsvl Ha epaguyeckux oanuvix. /lanee Ovin
BbINOAHEH 00WUL MameMamuyecKull paciem no QopMyIam paciema npoyecca menio- u MacconpogooHocmu. Mmoea-
MU OaHHO20 paciema cmanu mabauya u spaguieckue Oanubvie.

I1o OKOHUAHUU KOHEYHO-PAZHOCMHO20 U 00We20 MAMEMAMUYECKO20 PAcyema npou3ee0er CPASHUMENbHbII AHATU3
NONYYEHHOU NOSPeWHOCTNU USMEPEHUs meMnepamypsl om 6HeOpeHus mepmonap & meno obpasya. HMcxodsa us 3mozo
amanu3a, MOM*CHO CKA3aMb, YMO paspabomanuas MemoouKa nPpUMeHUMa O OanvHeliuie2o Uccie008anus asmoMamu-
3UPOBAHHOU BbLICOKOUACOMHOU 00pAdOMKY NOTUMEPHBIX U KOMNOZUYUOHHLIX MAMEPUAnos, max KAk noayieHHvle
nozpewHocmy e npesviuarom 0onycmumvix 3 %.

Kniouesvie cnosa: nonumepul, 8blCOKOHACMOMHbIN HAZPEE, KOHEUHO-DJIEMEHMHAS. MAMEMAMUYECKAst MOOelb, 00Wast
Mamemamuyeckas MooeJb.

Introduction. To enhance operational and strength — constructing a general mathematical model by calcu-
properties of increased durability achievement, to improve lating the effect of thermocouples quantity on sample
polymers and composites service life and to prevent dry start  heating during high-frequency processing.
during operation, oil-filled polymer and composite antifric- — making comparative analysis of the obtained results.
tion materials are created using developed technology of Background data. Sample from material PA6 Speci-
high-frequency oil filling [1]. At the same time, implementa-  fication 224-001-78534599-2006; overall dimensions,
tion of the method has one problem in the course of process 50 x 50 x 4 mm: density, 1120 kg/m3; specific heat capacity
autlomathn due to {hg ne?ed Odf cpnstant(isamiofle;‘ﬁ:.mperiltuge 1601 J/kg K; thermal conductivity, 0.23 W/(m - K). Thermo-
volumetric control during drying and self-filling [1-6]. couple (TC) chromel-alumel; weld diameter, 0.25 mm;

Research in this field proves to be a pressing task. wire diameter, 0.1 mm; hole dimensions, 0.25 % 25 mm
Purpose and tasks. To develop a contact method for [7-10]

measuring a polymer sample temperature throughout the . .
volume during high-frequency processing. ' Prehn?mary layout of thermocouples in the sample
In order to achieve this goal, the following tasks were 'S shown in fig. 1.

defined: Finite-difference mathematical calculation.
— outlining thermocouples location in the polymer Construction of a finite-difference mathematical model
sample body; based on the calculation of the number of thermocouples

— constructing a finite-element mathematical model by effe.:ct on the sample hgating during high—fre.quency proc-
calculating the effect of thermocouples quantity on the  essing was carried out in the MSC Patran Sinda software
sample heating during high-frequency processing. complex (fig. 2, tab. 1).
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Fig. 1. Layout of thermocouples in the sample

Puc. 1. Cxema pacrosnoxeHus TepMornap B o0pasie
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Fig. 2. The finite-difference mathematical model of the prototype

Puc. 2. KoneuHo-pa3HoCTHas MaTeMaTHYECKasi MOJIEIIb ONBITHOTO 00pa3ia

Table 1

Summary of calculation results MSC Patran Sinda

Quantity of thermo- Symmetry plane temperature, °C Body surface temperature, °C Hole walls temperature, °C
couples, in pcs.

0 220.746 202.701 —

1 221.500 203.516 220.251
2 221.546 203.538 220.263
3 221.625 203.569 220.282
4 221.630 203.558 220.271
5 221.678 203.575 220.293

As boundary conditions, the following ones were
adopted: volumetric heating power constant, 10 W;
convective thermal conductivity coefficient constant,
10 W/(K - m?); ambient temperature, 20 °C [11-14].

According to the results of the calculations of MSC
Patran Sinda given in tab.l, the diagram (fig. 3)
of the temperature dependence on the number of holes for
thermocouples in the polymer sample has been con-
structed.

From the obtained graphic data, it can be concluded
that with high-frequency heating, as the number of holes
in the body increases, the temperature of the polymer
sample increases throughout the volume.

Calculation of error from thermocouples in polymer
sample installation is done by formula

TwithoutTC -100 _

A, =100
5TC
= 1oo_w:0,34%, (1)
221,500

where Tyimourrc — temperature in the body of a polymeric
sample without holes, °C; Tstc — temperature in the poly-
meric sample body with 5 holes, °C.

Results of finite-element mathematical model con-
struction showed that calculated error value does not ex-
ceed permissible value of 3 % [15].

General mathematical calculation. General mathe-
matical model construction by calculating the effect of
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thermocouples number on sample heating during high-
frequency processing.

The process of volumetric heating of the polymer
sample with dimensions of 50x50x4 mm, from internal
heat sources can be referred to as a particular case of
thermal conductivity of a homogeneous plate.

Heat sources are evenly distributed throughout the
volume, ¢, = const. Convective heat transfer coefficient,
o = const and ambient temperature 7,, = const. Due
to uniform cooling, the temperatures of both surfaces are
the same [16; 17].

Under these conditions, the temperature of the plate
will vary only along the x-axis (fig. 4) normal to the sur-
face of the body.

The temperatures on the axis of the plate and on its
surface are indicated through T and T e, respectively;
these temperatures are unknown. In addition, it is neces-
sary to find the temperature distribution in the plate and
the amount of heat supplied to the environment according
to formula

q,-d

q 2 2
Tx))=T, + +——(8" —x7),
(x) air 2.}\‘( x) (2)

B

—-0<x<9,

where 7, — ambient temperature (air), 20 °C; — con-
vective heat transfer coefficient, 10 W/( deg m?);
A — polymer thermal conductivity coefficient (PA 6),
0.26 W/( deg m); & — extreme position of the point in
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contact with the environment, 0.002 m; ¢,— volumetric

productivity of internal heat sources, W/m’.
Volumetric capacity of internal heat sources is calcu-
lated according to formula

g =2 3)

where Q — thermal power from each internal heat source,
10 W; V' — body volume, m’.

The results of internal heat sources volumetric produc-
tivity calculations are summarized in tab. 2.

Body surface temperature (x = §)

4,9
Tmi_’fbce = Tair + . (4)
o
Symmetry plane temperature (x = 0)
2
4,8
=T, +——0. 5
0 surface 2.0 ( )

The results of temperature calculations on the surface
of the body and on the plane of symmetry are summarized
in tab. 3.

Let the boundary conditions of the third type be given,
i. e. the ambient temperature on the outside surface and
the constant heat transfer coefficient on the outside sur-
face (fig. 5) [17-19].

Temperature field dependence, formula

q, -
T(r)=T, +-—2—x
(=T, +%2
2 2 2 2
MR R P S P -21111—(1 , (6)
o 4x o N
8, <r<j,
where 8, — radius of the hole for thermocouple,
0.000125 m.

Temperature difference between body surface and
heat-release surface of the hole wall, formula

2
.52
Thole_Ttvmfﬁzce = 4o 2 . [iJ _211’162—1 5 (7)

o |\ .

I

hence

2
4,8, |3 5
Thole:T' [S_J —21n5——1 + Lpace- > (8)

r r

where 7}, — hole wall temperature,®C
The results of the hole wall temperature calculations
are given in tab. 3, fig. 6.

206

204

Volumetric heating temperature, °C
ot
N
P

202

200
0 1 2

g,

3 - 5 6

Quantity of termocouples, pieces

—es—Temperature on the plane of symmetry, 2C
—a— Surface temperature of the body, 2C

Temperature on the wall of the hole, 2C

Fig. 3. Calculation results of MSC Patran Sinda

Puc. 3. Pesynbrats! pacueroB MSC Patran Sinda
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Fig. 4. Calculation scheme of thermal conductivity
of a homogeneous plate

Puc. 4. PacuetHast cxema TEIJIONPOBOAHOCTH
OJIHOPOJIHOM IIACTHUHBI

Table 2
Summary of internal heat sources volumetric productivity calculations results
Quantity of thermocouples, pcs. v, m’ q,, W/m®
0 1.00000-107° 1.000-10°
1 9.99877-10°° 1.001-10°
2 9.99754-10°° 1.002-10°
3 9.99631-10°° 1.004-10°
4 9.99508-10°° 1.005-10°
5 9.99385-10°° 1.006:10°

A
N
Z;M.c\

‘ ];ur face

7;Ff
Ol

o X

]

Fig. 5. Calculation diagram of the temperature
on the wall of the hole

Puc. 5. PacueTHas cxema Temmeparypbl
Ha CTCHKE OTBEPCTHS
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Table 3
The results of temperature calculations on the body surface, symmetry plane and on the walls of the hole
Quantity of thermocouples, Tsurfaces °C 7, ,°C Thotes’C
pcs.
0 220.000 227.692 -
1 220.246 227.948 224.029
2 220.493 228.204 224.280
3 220.741 228.462 224.553
4 220.989 228.719 224.785
5 221.238 228.978 225.039
230
S 220
g 228 4
-E 227 |
2 ons
g 224
en 223
£ 222
§ 221 1 e 45 = -
© 220 &— - =
£ 219
- D 1 2 3 4 5 6
-

Number of thermocouples, st

—&— Surface temperature of the body, °C

—

»— Temperature on the plane of symmetry. °C

Temperature on the wall of the hole, °C

Fig. 6. Results of the General mathematical calculation

Puc. 6. Pe3ynbraTsl 00111€r0 MaTeMaTHYECKOT0 pacyera

From the obtained dependencies it can be seen that as
the holes in the body increase, the temperature both on the
surface of the sample and on the wall of the hole in-
creases.

This can be explained by decrease in the sample vol-
ume, which entails an increase in the volumetric produc-
tivity of internal heat sources under continuous power.

Calculation of error from thermocouples installation
in polymer sample (1)

T ishowrc 100 227,692-100

228,978

A ,=100- 100 =0,57 %.

TSTC

where Timourc — temperature inside the polymeric body
sample without holes, °C; Tsrc — temperature inside the
polymeric body with 5 holes, °C.

The results of the general mathematical model showed
that the calculated error value does not exceed the permis-
sible 3 %.

Comparative analysis. Error calculation from the
number of holes for thermocouples was made applying
the finite-element model in the software complex MSC
Patran Sinda (0.34 %) and the general mathematical
model according to the calculated formulas (0.57 %). The
result of the study is the compliance of the chosen method
of mathematical model construction with the result of
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finite-element analysis, as well as the correctness of
polymer sample temperature measuring method.

Conclusion. In the present work, a method of deter-
mining the polymer sample body temperature throughout
entire volume has been developed. This method has been
implemented with the introduction of thermocouples into
the polymer or composite body sample.

For the constructed layout of thermocouples in the
body of the polymer sample to control the temperature of
volumetric heating during high-frequency processing, the
applicability of this scheme has been mathematically jus-
tified. Comparative analysis of measurement error due
to sample volume change caused by the introduction
of thermocouples not exceeding permissible 3 % [1] has
been carried out.

This method has been planned for further application
in automated high-frequency oil filling process [2],
namely, for identification of the parameters of the filling
process with a liquid plasticizer by monitoring the change
in thermocouple readings.

References

1. Bychkovsiy V. S., Filippenko N. G., Popov S. L.,
Popov A. S. [Thermal vacuum deposition of a self-
lubricating coating of polymeric materials of friction units



HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

of machines and mechanisms of transport engineering].
Sovremennye tekhnologii. Sistemnyy analiz. Modeliro-
vanie. 2018, Vol. 58, No. 2, P. 58-64 (In Russ.).

2. Ustanovka dlya svarki plastmass., Pasport UZP
25004, 412. 921.055. [Installation for welding plastics.
Passport UZP 25004, 412.921.055]. 1987, 60 p.

3. Butorin D. V., Bakanin D. V., Bychkovskiy V. S.,
Filippenko N. G., Kuraytis A. S. Development and auto-
mation of the device for determination of thermophysical
properties of polymers and composites. Advances
in Intelligent Systems and Computing. 2020, Vol. 982,
P. 731-740.

4. Chernyshov V. N., Chernyshova T. I. Mikrovol-
novyye metody i sistemy kontrolya teplofizicheskikh
kharakteristik materialov i izdeliy. Monografiya [Micro-
wave methods and systems for monitoring the thermo-
physical characteristics of materials and products. Mono-
graph]. Tambov, TGTU Publ., 2015, 124 p.

5. Kudryashov Yu. B., Perov Yu. F., Rubin A. B. Ra-
diatsionnaya biofizika radiochastotnyye i mikrovolnovyye
elektromagnitnyye izlucheniya [Radiation biophysics,
radio-frequency and microwave electromagnetic radia-
tion. Textbook for higher education]. Moscow, Fizmatlit
Publ., 2008, 184 p.

6. Livshits A. V. [Process control of high-frequency
electrothermal polymers]. Problemy mashinostroeniya
i avtomatizatsii. Moscow, 2015, No. 3, P. 120-126 (In
Russ.).

7. Larchenko A. G., Livshits A. V., Filippenko N. G.,
Popov S. 1. Ustroystvo diagnostiki detaley iz poliamid-
nykh materialov [Diagnostic device for parts made of
polyamide materials]. Patent RF, no. 2013115531/28,
2013.

8. Surzhikov A. P., Pritulov A. M., Gyngazov S. A,
Lysenko E. N., Shabardin R. S. Sposob izmereniya mak-
simal'noy temperatury ob"yekta pri nagrevanii yego oblu-
cheniyem elektronnym puchkom [The method of measur-
ing the maximum temperature of an object when it is
heated by irradiation with an electron beam]. Patent RF,
no. 2168156, 1999.

9. Kalinchev E. L., Sokovtseva M. B. Vybor plast-
mass dlya izgotovleniya i ekspluatatsii izdeliy. Spravoch-
noye izdaniye [The choice of plastics for the manufacture
and operation of products. Reference edition]. Leningrad,
Khimiya Publ., 1987, 416 p.

10. GOST 10589-87 Polyamide 610 injection mold-
ing. Technical conditions Technology Information Center
Russian State Library. Available at: http / www.rsl.ru
(accessed 08.04.2020).

11. Bychkovsky V. S., Filippenko N. G., Bakanin D.
V., Kuraitis A. S. [Investigation of the temperature
change of a polymer sample during high-frequency heat-
ing depending on changes in body volume and the effect
of convection]. Molodaya nauka Sibiri. 2018, Vol. 1,
No. 1, P. 56-63 (In Russ.).

12.Palymsky 1. B. Chislennoye modelirovaniye
slozhnykh rezhimov konvektsii Releya-Benara. Mekhanika
zhidkosti, gaza i plazmy. Dokt. Diss. [Numerical modeling
of complex Rayleigh-Benard convection modes. Mechan-
ics of fluid, gas and plasma. Doct. Diss.]. Novosibirsk,
2011, 206 p.

13.Butorin D. V., Filippenko N. G., Filatova S. N.,
Livshits A. V., Kargapoltsev S. K. [Development of a

161

method for determining structural transformations in
polymeric materials]. Sovremennye tekhnologii. Sistemnyy
analiz. Modelirovanie. 2015, Vol. 48, No. 4, P. 80-86
(In Russ.).

14. Shastin V. L., Kargapoltcev S. K., Gozbenko V. E.,
Livshits A. V., Filippenko N. G. Results of the complex
studies of microstructural, physical and mechanical prop-
erties of engineering materials using innovative methods.
International Journal of Applied Engineering Research.
2017, Vol. 12, No. 24, P. 15269-15272.

15. Zaydel' A. N. Pogreshnosti izmereniy fizicheskikh
velichin. Uchebnik [Errors of measurements of physical
quantities. Textbook]. Leningrad, Nauka Publ., 1985,
112 p.

16. Gebkhart B., Dzhaluriya 1., Makhadzhan R.,
Sammakiya B. Svobodnokonvektivnyye techeniya, teplo- i
massoobmen [Free convective flows, heat and mass
transfer]. Moscow, Mir Publ., 1991, 678 p.

17. Bryukhanov O. N., Shevchenko S. N. Teplomas-
soobmen. [Heat and mass transfer]. Moscow, INFRA-M
Publ., 2013, 446 p.

18. Tsvetkov F. F. Teplomassoobmen [Heat and mass
transfer]. Moscow, MEI Publ., 2011, 562 p.

19. Alexandrov A. A., Livshits A. V., Filippenko N. G.,
Popov S. L., Filatova S. N Ustroystvo dlya opredeleniya
koeffitsiyentov teplootdachi [Device for determining heat
transfer coefficients].. Patent RF, no. 2014154288/28,
2014.

Bub6aunorpadguyeckue cCbLIKH

1. TepMoBaKkyyMHOE HaHECEHHE CaMOCMa3bIBaIOLIe-
TOCsI TIOKPBITHUSI TTOJTUMEPHBIX MaTepHaIoOB Y3JIOB TPEHHS
MallMH U MEXaHWIM3MOB TPAHCIOPTHOTO MAIIMHOCTPOE-
uus / B. C. berukosenii, H. I'. @umunmenko, C. W. Tlonos,
A. C. TlonoB // CoBpemeHHBIE TexHOMOTHH. CHCTEMHBIH
axanmm3. MoupemmpoBanue. 2018. Ne 2 (58). C. 58—-64.

2. YcranoBka g cBapku IuactMmace. [lacmopt V3I1
2500A, 412. 921.055. 3aBox «IIpombInuieHHas IEKTPO-
Huka ['abposoy», 1987. 60 c.

3. Development and automation of the device for de-
termination of thermophysical properties of polymers and
composites / D. V. Butorin, D. V. Bakanin, V. S. Bych-
kovskiy et al. // Advances in Intelligent Systems and
Computing. 2020. Vol. 982. P. 731-740.

4. Yepnsimos B. H., Uepnsimosa T. 1. Mukposo:-
HOBBIE METO/BI ¥ CHCTEMBI KOHTPOJS TEIIO(QU3NIECKIX
XapaKTePUCTHK MAaTepUalioB M W3JACNUi : MOHOTpadwusl.
Tamb608 : U3a-so PI'BOY BIIO «TT'TY», 2015. 124 c.

5. Kympsmos 1O. b., Tlepos 1O. @., Py6un A. b. Pa-
JMalMoHHas Onodu3uka pajio4acTOTHbIE U MHUKPOBOJI-
HOBBIE 3JICKTPOMATHHUTHBIC HW3JIy4YeHUs! @ y4eOHHK JUIsi
By30B. M. : ®m3mariur, 2008. 184 c.

6. Jlupmmiy A. B. VYmpaBieHue TEXHOJIOTMYECKUMU
MPOLIECCaMH BBICOKOYACTOTHOM AJIEKTPOTEPMHH MOJIHUME-
poB // IIpoOmemMbl MalIMHOCTPOCHHUS M aBTOMATH3AILlUU.
2015. Ne 3. C. 120-126.

7. YCTpOoWCTBO AWArHOCTUKU AeTaliell U3 MOJUaMHI-
HeIx MatepuanoB / A. I'. Jlapuenko, A. B. Jlupmu,
H. T'. ®unmunnenko, C. W. Tlonos ; 3asBUTENb U MaTEHTO-
obnamatens VpkyTckuil TOCYOapCTBEHHBI YHUBEPCUTET
nyTe  CcOoOOLIeHUs sasBi.  05.04.2013 ormy0I1.
10.09.2013.

E B



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 21, Ne 2

8. Ilar. 2168156 Poccuiickas CDez(epaulxml\/rm<7

G21C17/112. Criocob6 n3MepeHHss MaKCUMaJIbHOHW TeMIe-
paTypsl 00BEKTa IPU HATPEBAaHUH €T0 OOIYYCHUEM DIICK-
TpoHHBIM TiyukoM / A. I1. Cypxwukos, A. M. IIpurynos,
C. A. Twmrazos, E. H. Jlsicerko, P. C. IllabapauH ;
3asfBUTENb U MaTeHTOOONaaTenb TOMCKHN MONUTEXHUY.
VH-T ; 3asBIL. 15.11.1999 ; omy6u. 27.05.2002, Bron. Ne 4.
6 c.

9. Kamunuer 3. JI., CokoBuesa M. b. Bribop miact-
Macc Uil W3TOTOBJICHHMST M OKCIUTyaTallUd W3JEIUH !
copasou. u31. JI. : Xumus, 1987. 416 c.

10.TOCT 10589-87 INonmamup 610 nuteeBoit. Tex-
Huueckue ycnoBus. lleHTp uHbOpManmii TexHOIOTHH
Poccuiickas rocynapcrBeHHas onbnroreka / mox pexa. T.
B. ; Web-mactep Koznosa H. B. M. : 2007 [Onektpos-
weid pecypc]. URL: http//www.rsl.ru (mata oOpameHwus:
08.04.2020).

11. UccnenoBanue W3MEHEHHS TEMIIEPATyphl IIOJIH-
MepHOro o0paslia NpH BBICOKOYACTOTHOM pa3orpeBe B
3aBUCHMOCTH OT M3MEHEHHs o0beMa Tena W BIUSHUA
kouBexkuuy / B. C. Beruxosckmii, H. I'. dunmmnmnenko,
J. B. bakanun, A. C. Kypatituc // Mononas Hayka Cubu-
pu. 2018. Ne 1(1). C. 56-63.

12. Tlanemmckuit M. b. YucneHHoe MOJenUpOBaHUE
CJIOKHBIX PEKMMOB KOHBEKIIMU Panes-benapa. Mexannka
KHUJKOCTH, Ta3a U IUIA3MBI : WC. ... I-pa (H3.-MaT. HAYK.
Hosocubupck, 2011. 206 c.

13. Pa3paboTka METOAUKH OTPEACICHUS CTPYKTYPHBIX
MpeBpalieHnii B nonuMmepHsix Matepuanax / /1. B. Byro-

pun, H. I'. ®wmunmenko, C. H. ®unatosa u ap. // Cospe-
MeHHbIe TexHojoruu. CucremMHbIl aHanmu3. MozpenupoBa-
Hue. 2015. Ne 4 (48). C. 80-86.

14. Results of the complex studies of microstructural,
physical and mechanical properties of engineering materi-
als using innovative methods / V. I. Shastin, S. K. Karga-
poltcev, V. E. Gozbenko et al. // International Journal
of Applied Engineering Research. 2017. Vol. 12, No. 24.
P. 15269-15272.

15.3aiinens A. H. [orpemHocTr namepenuit puznde-
CKUX BennuuH : yuaeOnuk. JI. : Hayka, 1985. 112 c.

16. CBOOOTHOKOHBEKTUBHBIE TEUEHUS, TEIJIO- U Mac-
cooomern / b. I'edoxapr, U. [[xamypus, P. Maxamxkan,
b. Cammakus : nep. ¢ anura. Ku. 1. M. : Mup, 1991. 678 c.

17. bproxanoB O. H., lllesuenko C. H. Temmomacco-
obwmeH : yuebnuk. M. : MaDpa-M, 2013. 464 c.

18.IIsetkoB @. ®. TermomaccooOMeH : YIeOHHUK ISt
By30B. M. : MOU, 2011. 562 c.

19.1ar. 2014154288/28 Poccuiickass Deneparu-
aMIIK7 RU 155337 Ul Ha mosie3Hylo Monenb. YCTpou-
CTBO JUTS ONpeACicHUs KO3(PGDHUIIMEHTOB TEIUIOOTAAYH /
A. A. Anekcanapos, A. B. Jlusmmn, H. I'. ®ununmenxo,
C. W. Tlonos, C. H. ®unarosa ; 3asgBUTEIb M MaTEHTO00-
nangarens VpKyTckuii roc. yH-T myTel cooOmeHus ; 3a-
sBi. 10.10.2015 ; omry6ur. 30.12.2014.

© Bychkovsky V. S., Butorin D. V., Bakanin D. V.,
Filippenko N. G., Livshits A. V., 2020

Bychkovsky Vladimir Sergeevich — Ph. D.

bikovskii_vs@mail.ru.

student,

Irkutsk State Transport University. E-mail:

Butorin Denis Vitalievich — Ph. D., Irkutsk State Transport University. E-mail: denis.den_butorin@mail.ru.

Bakanin Denis Viktorovich — Ph. D. student, Irkutsk State Transport University. E-mail: denis.bakan@mail.ru.

Filippenko Nikolay Grigoryevich — Ph. D, Irkutsk State Transport University. E-mail: denis. pentagon@mail.ru.

Livshits Alexander Valerievich — Doctor of Technical Sciences, Professor, Irkutsk State Transport University.
E-mail: livnet@list.ru.

BorukoBckuii Bmagumup CepreeBud — acrimpanT, pKyTCKuil rocy1apCTBEHHBIN YHHBEPCHUTET ITyTEeH COOOIICHUSI.
E-mail: bikovskii_vs@mail.ru.

Bytopun Jlenuc BuranbeBuy — KaHIUAAT TEXHUYECKUX HAYK, JOLEHT; MIpKyTCKHUI TOCYIapCTBEHHBII YHUBEPCH-
TeT myTel coobmenus. E-mail: den butorin@mail.ru.

Bakanun [lenuc BuxropoBuu — acnupanT, MpKyTckuil TrOCyAapCTBEHHBIH YHHUBEPCHUTET IyTEH COOOIICHUS.
E-mail: denis.bakan@mail.ru.

®duwmnnenko Hukousaii 'puropbeBuy — KaHAWIAT TEXHUYECKUX HAYK, JOLEHT, VIPKyTCKHI rocyaapCTBEHHBIN
YHUBEpCHUTET IyTel coobmenus. E-mail: pentagon@mail.ru.

JluBmun Anexcanap BajeppeBHY — TOKTOp TEXHUYECKHX Hayk, npodeccop, pKyTckuii rocy1apCTBEeHHBIN YHH-
BepcUTeT IyTei coobienus. E-mail: livnet@list.ru.




HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

UDC 629.58
Doi: 10.31772/2587-6066-2020-21-2-163-169

For citation: Volkov D. A., Sayapin A. V., Safonov K. V., Kuznetsov A. A. Remotely operated underwater vehicle
in the form of a quadcopter: features of the design and control system. Siberian Journal of Science and Technology.
2020, Vol. 21, No. 2, P. 163-169. Doi: 10.31772/2587-6066-2020-21-2-163-169

Jnsi murupoBanusi: JMCTaHIIMOHHO-YIIPABIsIEMbI MOABOIHBINA anmapar B (popMe KBaJIPOKONTEpa: OCOOCHHOCTH
KOHCTPYKIIMHU U cucTeMbl ynpasienus / JI. A. Boikos, A. B. Casmnun, K. B. Cadonos, A. A. Ky3uenos / Cubupckuii
XKypHas Hayku ¥ TexHosoruit. 2020. T. 21, Ne 2. C. 163-169. Doi: 10.31772/2587-6066-2020-21-2-163-169
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Inspection of underwater objects, such as underwater archaeological sites, sunken technical objects, and under wa-
ter located technical structures, requires the use of specially trained divers, manned or unmanned, remotely operated or
autonomous underwater vehicles.

A relatively rarely used design for such underwater vehicles is a design in the form of a quadrotor with positive
buoyancy.

This article discusses the design and the control system of the remotely operated underwater vehicle in the form
of a quadrotor. The aim of the work is the selection and justification of the shape of the vehicle, the selection
of the optimal structure of the control system with the expectation of the subsequent use of the vehicle as an autonomous
one.

The potential advantages of the selected design in the form of a quadcopter with a cylindrical body are described, in
particular, the large volume of the sealed space of the vehicle, the possibility of installing capacious power sources, the
potential for stabilizing the vehicle in a given position if there is a current at the place of work.

The sealed case of the device is designed to place control electronics, power electronics and battery power of the
device. The selection and justification of the shape of the sealed enclosure were made using a hydrostatic modeling ap-
paratus and theoretical mechanics. A solid cylinder made of polycarbonate was selected as a form of the sealed housing
of the vehicle. The advantage of the selected form in comparison with the parallelepiped-shaped case is shown under
the condition of the same material parameters.

The control system of the device includes sofiware and hardware components. The choice of hardware components
is justified, their key characteristics are described. As the control device of the top level, a single board computer (SBC,
Single Board Computer) Orange Pi PC was selected, the direct control of the motor of the vehicle is performed using
the Cortex-M3 microcontroller. The software architecture of the device is described. The choice of architecture is de-
termined by the requirements of poorly connected components (which makes it easy to replace particular software
elements without the need to modify the other elements), the simplicity of the potential replacement of the top-level
control modules (which potentially allows switching from a remote control model to an autonomous control model).
Some software components are described. The control system is implemented with the high-level language Python ver-
sion 3.7, the basis of the control mechanism is message passing, the MOTT protocol maintained by the Mosquitto server
is selected as a messaging mechanism.

Testing of the vehicle was carried out in pools with standing water and with a simulated current. Testing showed the
need to gain experience to control the underwater vehicle.

The study will allow us to further develop a new version of the underwater vehicle, taking into account the wishes
and identified problems.

Keywords: robotics, underwater archaeology, underwater vehicle, quadcopter, control system, hardware-software
complex.
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JUCTAHIIMOHHO-YIPABJSAEMBIN MMOJABOJIHbIN AIIITAPAT B ®OPME KBA/IPOKOIITEPA:
OCOBEHHOCTH KOHCTPYKIIMHN U CUCTEMBI YIIPABJIEHUSA

. A. BOHKOB*, A. B. Casmus, K. B. Cadonos, A. A. Ky3neros

Cubupckuii rocy1apCTBEHHBIN YHUBEPCUTET HAYKH U TEXHOJIOTHH NMeHH akajnemuka M. @. Pemernena
Poccutickas ®enepanus, 660037, r. KpacHosipek, mpoctt. uMm. ra3. «KpacHosipckuii paboumnii», 3 1
*. .
E-mail: vlkden@yandex.ru

Ob6cnedosanie n00BOOHBIX 0OBEKMOB, MAKUX KAK NOOBOOHbIE APXe0N02UYecKUe NAMAMHUKY, 3aMOHY8uUe MeXHU-
yeckue 00beKmol, MEXHUUECKUE COOPYICEHUS, PACNOL0NCEHHbIe OO 8000, mMpebyem UCHOIb308AHUS CHEYUATLHO NOO-
20MOBNIEHHBIX B8000IA308, OOUMAEMBIX ULU HEOOUMAEMbIX OUCTAHYUOHHO-YNPABIAEMBIX UTU ABMOHOMHBIX NOOBOOHbIX
annapamos.

OmHnocumenbHo peoKo UCNONb3YEMOU KOHCMPYKYuUell Osi MaKux nOO0B0OHbIX Annapamos s6usiemcsi KOHCIMpPYKYUsl
K68aOpOKONmMepa ¢ NOJONCUMENbHOU NIAGYUECTNBIO.

B npeonazaemoii cmamve paccmampugaemcsi KOHCMPYKYUsi U CUCMeEMA YRPAGIeHUss HOOBOOH020 Heobumaemozo
OUCMAHYUOHHO-YIPABeMo20 annapama 6 ghopme keaopoxkonmepa. Llenvio pabomwl siensiemcs 6blO0p u 060CHOBANHUE
¢hopmul Kopnyca annapama, OnMUMAILHOU CMPYKMYPbl CUCHEMbL YIPAGLEHUS. C PACYENOM HA NOCTeOYIoujee UCnoib-
306aHUe ANNAPama 8 Kawecmee agmoHOMHOZO.

Onucanvl nomeHYyuaibHble NPEUMyuecmsa 6blOPAHHOL KOHCMPYKYul 8 hopme K6adpoKonmepa ¢ YUIUHOPUYECKUM
KOPHYCOM, 6 YACMHOCMU, OOAbUWOU 00beM 2epMEemuyHo20 NPOCMPAHCIEd annapamd, 603MOJICHOCHMb YCMAHOBKU
EeMKUX UCMOYHUKOS NUMAHUsL, NOMEHYUATbHAS 8O3MOJICHOCMb CMAOUIU3AYUU Annapama 8 3A0AHHOM MNOJOICEHUU
npU HATUYUY MedeHUs. 6 Mecne npogedeHust pabom.

Tepmemuunsiii Kopnyc annapama npeoHaznayeH O pasmeuwjeHus Ynpasisiouel 21eKmpoHUKY, CUL080U dNeKmpo-
HUKU U 21eMeHmoe numanus annapama. Buibop u ob6ocnosanue Gopmvi cepmemuiHo2o KOPRyca GblNOIHEHbL C UCNOTb-
306aHUEM ANNAPamMa 2UOPOCMAMUYECKO20 MOOCIUPOBAHUS U MeOPemudecKoll Mexanuku. B kauecmee ¢hopmol eepme-
MUYHO20 KOPNYCA annapama eblOpan yerbHblil YUIUHOP, 8bINOIHEHHbI U3 noaukapbonama. Iloxkaszano npeumyuecmso
6bIOPAHHOL (YOPMBL NO CPABHEHUIO C KOPHYCOM 8 (hopme napaieienuneda npu yCioguu 00UHAKOBbIX NAPAMEmMpPos8 Ma-
mepuana.

Ynpaensiiowas cucmema annapama exiowaem 6 cebst npocpammuvie u annapamuvle kKomnonenmol. O60CHOBAH 6bl-
O0p annapamuvlx KOMNOHEHMOS, ONUCAHbL UX KIIO4esble Xapakmepucmuxu. B xauecmee ynpagisowe2o ycmpoucmea
6epxHe20 ypoeHsL eblopar oononaamuwiii komnviomep (SBC, Single Board Computer) Orange Pi PC, nenocpedcmsenno
ynpasnenue O08ueamensamu annapama ocywecmensiemcs npu nomowu muxpoxkoumpoinepa Cortex-M3. Onucana
apxumexmypa npoepammuoz2o obecneuenusi annapama. Beibop apxumexmypwi obycirosnen mpebosanusimu ciabou
CBAZHOCMU KOMHOHEHMOB (4MO NO360sem J1e2KO 3aMeHsAMb OMOeNbHble deMEHMbl NPOZPAMMHO20 obecneuenus Oe3
Heobx0ouMocmu MOOUDUKAYUYU OCNATILHBIX JTIEMEHMO08), NPOCHOMO NOMEHYUAILHOU 3AMeHbL YIPAGILIOWUX MOOYIell
8epXHE20 YPOBHA (YMO NOMEHYUATLHO NO36OSIem Nepelimu Onm MoOoenu OUCMAHYUOHHO20 YNPAGIeHUs ANnapamom
K agmoHOMHOU MoOenu ynpasnenust). Onucanvl omoeibhble KOMHOHEHMbL RPOSPAMMHO20 obecheyenus. Ynpasnsiowas
cucmema peanuz08ana Ha sA3blKe 8blCOK020 YpoeHs Python eepcuu 3.7, 0CHOB0U Mexanusma YnpaeieHus sA6semcs
nepeoaua coobwjenuti, 8 Kavecmse cpedvl 0OMeHa coobwenusmu eviopan npomokon MQOTT ¢ pearusayuei 6 gude
cepsepa Mosquitto.

Tecmuposanue annapama npo8oOULOCH 8 baccelnax co cmosyell 6000U u umumayuel meyenus. Tecmuposanue
NOKA3a10 HEe0OX00UMOCHb NOTYYEHUs. Onblma OJisl YRPAGIeHUs NOOBOOHbIM ANNAPAMOM.

Ilposedénnoe uccredosanue nozeonum 6 OdaivHeluuleM paspadomams HOBYI0 6epcuio N008OOH020 annapama
€ YUEMOM NOJNCENAHUTI U BbIABIIEHHBIX NPOOIEM.

Kniouegvie cnosa: pobomomexuuxa, no08OOHAsE apXeonocusi, NOOBOOHbIU annapam, KeaOpoKOnmep, cucmemd
VAPAasnenusl, nPpozpaAMMHO-anAAPAMHBII KOMNIEKC.

Introduction. In 2016 Alexander Goncharov and Ni- The development team of Reshetnev Siberian State
kolay Karelin (historians and lecturers at Reshetnev Sibe-  University of Science & Technology elaborated the con-
rian State University of Science & Technology) wentona  cept of a remotely operated underwater vehicle in the
research expedition to the north of the Krasnoyarsk Terri-  form of a quadcopter. In 2018, they developed and pre-
tory in search of the sunken English ship ,,Thames”. They sented a prototype of this device (fig. 1), as well as soft-
passed along the Yenisei River and the Yenisei Bay [1].  ware for its use [3].

As a result of the undertaken studies, the location of this The main purpose of this underwater vehicle
ship was determined. It is at the mouth of the Salnaya is the ability to conduct underwater archaeological re-
Kurya River [2]. search.

Alexander Goncharov offered an idea to develop a The advantage of the proposed design of the vehicle in

remotely operated underwater vehicle designed for the the form of a quadcopter is the ability to hold a predeter-
exploration of underwater objects that have cultural, his- mined position and position in moving aquatic environ-
torical or other value. ment.
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Fig. 1. The developed prototype of the underwater vehicle

Puc. 1. PazpaboTaHHBIi MPOTOTHIT TIOABOJHOTO anmapaTa

The originality of this development consists in the
whole of the following distinctive features:

— the implementation of the design of the underwater
vehicle in the form of a quadcopter and its control system
is based on the idea of the implementation of aircraft;

— to control the underwater vehicle special software is
used, it is available for use on mobile devices and per-
sonal computers;

— the proposed concept of an underwater vehicle com-
bines the advantages of tethered and unmanned underwa-
ter vehicles.

Case design. The exoskeletal structure of the under-
water vehicle is constructed as a hollow cylinder made of
plastic.

This form allows the vehicle to withstand high pres-
sure of the water column, and the calculations show that
the maximum immersion depth of the vehicle is not
caused by the shape and material of the exoskeletal struc-
ture, but by the sealing features of the side flanges.

The first prototype of the device was made in the form
of polypropylene pipes connected by means of a socket
joint, closed with sealed lids.

We have also considered the case made entirely with
the use of 3D printing technology, however, the anisot-
ropy of the case and its relatively low structural strength
forced to abandon this approach.

In the future, it is planned to make the case as a single
element in the form of a cylinder made of polycarbonate,
with an external diameter of 110 mm and a wall thickness
of 3 mm.

For this option, we made the calculations of the
strength of the case using the methodology published in
[4; 5], which showed the structural stability of the case at
depth of immersion of up to 100 m.

A perforated metal plate serves as a chassis for the
components located inside the body.
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The following elements are placed on the plate:

— high-current Li-ion (lithium-ion) battery used as a
main power source;

— on-board computer Orange Pi PC;

— MultiWii NanoWii control module based on a mi-
crocontroller with an ATmega32U4 processor;

— four electronic speed controllers (ESCs) that control
the brushless motors located outside the case.

The metal plate chassis also serves as a heat sink,
evenly distributing the heat released during the operation
of the speed controllers, which contributes to its removal
outside the case.

Two square aluminum profiles are attached to the
main part of the case, at the ends of which brushless mo-
tors with propellers are installed, designed for the move-
ment of the underwater vehicle in the aquatic environ-
ment.

Some elements of the case, including driving propel-
lers, were developed in the OpenSCAD 3D modeling
program and printed using a 3D printer. Upon the avail-
ability of a 3D printer, this approach makes it possible
to get a kit of necessary elements for the purpose of their
replacement in case of failure.

The speed controller wires connecting the motors to
the on-board control system are routed through sealed
lead-ins (seals), which prevent water from entering the
case.

An important task is the transmission of video from
the underwater vehicle. For these purposes, it is planned
to install an on-board camera connected to the main con-
trol computer. This will allow using the device distantly
as remotely operated. In the future it will be possible to
put into operation the system of autonomous control of
the device as well.

Two methods of installing a camera on the device are
considered: inside the exoskeleton structure (since it is
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transparent), and in a separate case on the external struc-
tures of the device. Each approach has its own advantages
and disadvantages. Thus, installing a camera inside the
case allows reducing the number of tight joints, which
increases the reliability of the device as a whole. How-
ever, it causes the need for post-processing of the image
from the camera, since the cylindrical body of the device
introduces distortions. Installing a camera from the out-
side will reduce the distortions introduced by the body of
the device (or, more precisely, it reduces the requirements
for the amount of post-processing of the image from a
camera, since a camera is supposed to be placed under a
spherical dome), but it creates potential leakage spots.

It is planned to perform optimization of the shape of a
driving propeller and the vehicle case as well [6].

Control system development. The main components
of the control system are:

— an operator whose workplace is located on board an
expedition escort ship or on shore; the workplace is
equipped with the means for displaying the video stream
from the board of the underwater vehicle, as well as with
controls;

— a top-level control software module receiving opera-
tor’s commands (or from an autonomous control system)
and translates them into the values of the state space vari-
ables of the device;

— software of a low-level controller, ensuring the
maintenance of set values of state space variables that
controls the operation of electronic speed controllers.

Let us consider the components of the control system
of the underwater vehicle in more detail. The control sys-
tem complex consists of the following components:

—an operator using a device with installed software
designed to control the underwater vehicle;

— a control device, which can be used as a smartphone,
tablet or personal computer with installed software
developed as part of this project, designed to send mes-
sages (commands) and receive video from an on-board
camera;

— Wi-Fi router, which is used to establish communica-
tion between the control device and the on-board com-
puter;

—an on-board computer designed to broadcast video
from an on-board camera and receive messages (com-
mands) from a control device, in order to transmit them to
the multirotor controller for moving the underwater vehi-
cle;

—a webcam designed to transmit video in order to
monitor the environment;

— a multirotor controller used to transmit speed values
and the position of the vehicle in space to speed control-
lers;

— electronic speed controllers (4 pcs.) that allow us to
control the motors of an underwater vehicle with a given
thrust;

—motors (4 pcs.) that allow us to perform the move-
ment of the underwater vehicle in the aquatic environ-
ment.

Fig. 2 shows the scheme of interaction of components
of the control system complex.

Four HobbyWing FlyFun 30A speed controllers and
four RCX D2830/14 750kv brushless motors connected to
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them are used to move the device in the aquatic environ-
ment.

The electronic components of the underwater vehicle
are powered by a high-current Li-ion (lithium-ion) battery
with the capacity of 1800 mAh.

As an on-board computer, a single-board computer
(microcomputer) with an operating system based on the
Linux kernel is used. Initially, the Raspberry Pi Model B+
microcomputer was used in the underwater vehicle proto-
type, however, later it was replaced by the model Orange
Pi PC to make it possible to install and use a webcam
designed to monitor the environment and (potentially)
recognize objects, since for broadcasting video images of
optimal quality and the operation of a computer vision
system, higher performance is required.

The software structure of the vehicle is described
in [7].

Up to date, the following control mechanisms for the
underwater vehicle are developed:

—a web server for using a joystick (gamepad) through
the Gamepad API;

— control of the underwater vehicle using a mobile de-
vice with the Android operating system.

The connection of the operator’s workstation with the
top-level control application is made using wireless and
wire technologies, which include a Wi-Fi network to con-
nect the operator’s workplace with a Wi-Fi router, which,
in turn, is connected to the on-board computer by an
Ethernet cable. The on-board computer and Wi-Fi router
use a wire connection to form a single access point. Thus,
the necessary flexibility of communication of all system
components is provided.

For the exchange of messages (commands) between
the control device and the on-board computer, the MQTT
protocol is used with the implementation in the form of a
Mosquitto server.

To receive messages via the MQTT protocol from the
control device and transmit them to the on-board com-
puter, and then send them to the multirotor controller, a
program for the use on the on-board computer was devel-
oped in the Python programming language.

The control of the vehicle motors is performed using
the Arduino-compatible MultiWii NanoWii multirotor
controller. The software being used makes it possible to
cyclically receive values from the on-board computer and
transfer them to speed controllers to operate the motors of
the device with preselected thrust. The operation is per-
formed in the fixed coordinate system (roll, pitch, yaw).
The program also allows keeping the horizontal position
of the device in space, using the values of the gyroscope
and accelerometer from the MPU-6050 sensor, embedded
into the multirotor controller. When the underwater vehi-
cle deviates from the horizon, the rotation speed of the
respective motors changes automatically in order to return
the vehicle to a horizontal position. This ability protects
the device from tipping over.

To control this underwater vehicle, software for mo-
bile devices with the Android operating system and for
personal computers with the Windows operating system
are developed and tested [8].

The software for controlling the underwater vehicle al-
lows performing the following tasks:
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— control of the movement of the vehicle in the aquatic
environment;

— displaying streaming video from an installed cam-
era;

— displaying the information received from installed
Sensors.

It is possible to control the movement of the device
using the program interface or a connected joystick
(gamepad).

Testing. This underwater vehicle has been repeatedly
tested in pools with standing water, as well as in the water
with simulated current. To test the device, two weight
plates for a rod weighing 0.2 and 0.5 kg were attached to
the case, since at the moment the device design has exces-
sive positive buoyancy. In the future, this will make it

possible to equip the underwater vehicle with additional
attached implements, such as equipment for sampling
water, temperature sensors, salt sensors, etc.

Testing in a pool with standing water showed that to
control the underwater vehicle it is necessary to have an
experienced operator with control skills. The installed
motors had a high speed margin, therefore the speed of
the motors was limited by software. When the underwater
vehicle was submerged to the depth of 6 meters, there
were not any problems. After a few minutes the vehicle
was in the aquatic environment, there was no moisture
inside the case.

Testing the device in the pool with a simulated current
of a depth of 0.5 m showed that it is difficult to control
the underwater vehicle in such conditions.

Operator

!

Control device

Wi-Fi router

A

Y

On-board
computer

$_1

T_’

Multirotor
controller

Webcam

Y

Electronic speed
controllers
(ESCs)

Motors

Fig. 2. Scheme of interaction of components
of the control system complex

Puc. 2. Cxema B3auMOACHCTBHUS KOMIIOHCHTOB KOMILIEKCa
CUCTEMBI YIPaBICHHS
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Fig. 3. Testing the underwater vehicle prototype

Puc. 3. TectupoBanue npoToTuma moABOJHOIO anmapara

However, under these conditions, the device stabilizes
well and it is able to actively move. After several tests of
the underwater vehicle, there were no problems with the
penetration of water inside it.

Fig. 3 shows an image of testing the prototype of an
underwater vehicle in a pool.

Conclusion. The developed prototype of a remotely
operated underwater vehicle in the form of a quadcopter
made it possible to determine the viability of the selected
device design and the structure of its control system. In
the future, it is planned to develop a waterproof case for
installing a camera, add some necessary sensors. Is
planned to install lighting package as well. In connection
with the installation of new components, the underwater
vehicle control system and software will be further elabo-
rated. The studies will allow us to develop a new version
of the underwater vehicle, taking into account the wishes
and identified problems.
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ON THE LOCATION OF SPACECRAFT IN A GIVEN NUMBER OF ORBITS
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Space vehicles are an expensive product. For example, just putting such a device into orbit costs at least one hun-
dred million dollars plus the cost of the satellite itself and scientific equipment it carries. However, the current state of
human civilization does not allow us to do without the presence of satellites in orbit. There were 2,062 active satellites
in the international database as of March 2019. Compared to 2018, the number of new devices increased by 15 %.
Experts warn that in the coming years, the world is expecting a «satellite boom» with a projected increase in the num-
ber of devices of about 15-30 % annually. All these satellites are rather different. Currently, several orbits are used for
placing satellites on them, depending on the tasks they solve. A geostationary orbit is used for live television broadcast-
ing. Low satellite orbits are used for communication between satellite phones. There are some orbits for navigation
systems (GPS, Navstar, GLONASS). Naturally, under these conditions, there is a problem of placing spacecraft over
a given number of orbits, with some restrictions on the location of the spacecraft in certain orbits, depending on the
purpose of the spacecraft. The solution to this problem is considered on the condition that the number of spacecraft
coincides with the number of possible orbits in which they can be placed with some additional restrictions on the possi-
bility of their placement in orbit. Several solutions to this problem are obtained that allow us to calculate the number of
possible combinations for such placement of spacecraft over a given number of orbits.

Keywords: satellite, orbit, substitution, permanent.
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Kocmuueckue annapamer — dopococmosiyuii npodykm. Hanpumep, moavko 6v1600 maxozo annapama Ha opoumy
00X00UMCA MUHUMYM 6 CIO MULIUOHO8 OO0MNAPO8 NIIOC CHOUMOCIb CAMO20 CHYMHUKA U HAVYHOU annapamypol,
Komopyto oH Hecem. QOHAKO COBPeMEHHOe COCMOsAHUE Yel08eyecKoU YUBUIUIAYUU Yice He No3607siem 00X00umucs
0e3 Hanuyus KOCMUYeCKUX annapamos Ha opoume. B medcoynapoouot 6ase daunvix na mapm 2019 e. uwuciunoce
2062 oeticmsyiowux cnymuuxa. Ilo cpasnenuro ¢ 2018 2. pocm yucna nosvix annapamos cocmasun 15 %. dxcnepmol
npeoynpexcoarom, 4mo 8 oaudxcauuiue 2006l MUp 0X4CUOAem «CRYMHUKOBbIL OYM» C NPOSHO3UPYEMbIM NPUPOCHOM
Konuvecmaa annapamog nopsaoxa 15-30 % escecoono. Bce amu Kocmudeckue annapamsl CUNbHO OMAULAIOMCA OpPY2
om dpyea. B nacmosawee 8pems ucnonvzyemcs HecKoIbKo opoum 07 pasmeujeHus Ha HUX CRYMHUKO8 8 3a8UCUMOCMU
om pewaemvlx umu 3aday. I eocmayuonapuas opbuma ucnonv3yemcs 0as npsimozo menesewanusi. Huskue cnymuuxo-
8ble OpOUMbL UCIONLIYIOMCA OISl C8A3U MedHCOy CnymHuKosvimu menegponamu. Ceou opobumul cywecmayom o CHym-
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Hukog cucmem Hasueayuu (GPS, Navstar, [ITTOHACC), 80eHHbIX CNYMHUKOS, CHYMHUKOS OJi PA3TUYHBIX HAYUHBIX UC-
cnedosanuil. Ecmecmeenno, 8 smux ycioeusax 03HuKaem 3a0aud pacnpeoeienusi KOCMUYeCKux annapamos no 3a0am-
HOMY YUCTY OpOUM NPU HEKOMOPLIX 02PAHUYEHUSIX HA HAXONICOEHUU KOCMUYECKO20 Annapama Ha HeKOMOopblX opoumax
6 3a8UCUMOCIU O HA3HAYEHUs. KOCMUYecKo20 annapama. Paccmampueaemcest peutenue OanHol 3a0a4u npu yciosuu,
UMO YUCIO KOCMUYECKUX ANnapamos COnadaem ¢ YUCIOM B03MOJICHbIX OpOUm, HA KOMOPBLIX MU KOCMUHECKUe
annapamel MO2ym HAX00UMbCsL NPU HEKOMOPbIX OONOIHUMENbHbIX OZPAHUYEHUSX HA 803MOJICHOCHb DACHOLONCEHUS
cnymuuxa na opbume. [lonyueHo HeCKOIbKO pewieHuti Smou 3a0auu, NO380JAIOWUX GLIMUCIUNMD YUCLO BO3MONCHBIX
KOMOUHAYUIl 0151 MaKux pacnpeoeneHull KOCMU4ecKux annapamos no 3a0aHHOMY YUCTY OpOum.

Knioueswvie crosa: CnymHuk, 0p6uma, I’lOdC’maHOGKCI, nepmaHenm.

1. Introduction. In the international database as for
March 2019, there were 2062 active satellites. Compared
to 2018, the growth of the number of new devices
is 15 %. Experts warn that in the coming years the world
is expecting a “satellite boom” with a projected increase
of the number of devices of about 15-30 % annually. At
present, some companies such as SpaceX and OneWeb
are implementing an extensive program to launch satel-
lites into low Earth orbits to put into action the plans for
creating a global Internet broadcasting network.

In this case, a number of problems naturally arise
[1-6], in particular, the problem of choosing the most
favorable orbits for satellites of one class or another, as
well as the problem of allocating a given number of satel-
lites over a given set of orbits with existing prohibitions
on placing a satellite in some orbit.

The article provides a solution to the second problem
under the following conditions: the number of satellites n
coincides with the number of possible orbits in which
they are placed; each satellite is forbidden to be in exactly
one orbit; two satellites cannot be in the same orbit. There
is a formula that allows us to calculate the number
of possible combinations for such satellite distributions
in orbits.

The mathematical model of the problem. By permuta-
tion we mean the dimension matrix 2xn

1 2+ n
o (M
l] l2 e ln
A permutation is called regular if £ #1i, ,1i.e.
i #Liy #2,---,i, #n. 2)

Thus, in accordance with the restrictions indicated
above, exactly one regular permutation of degree n will
correspond to each option for the placement of satellites
in orbits. The problem of finding the number of regular
permutations of degree n belongs to an extensive class of
problems of enumerating permutations with restrictions
on positions (with forbidden positions), and it is referred
to as the problem of derangements (le problem des recon-
tres); [7]).

It is equivalent to the classical problem
of enumerating Latin rectangles having the size 2xn ; for
it, as the problem of combinatorics, many solutions of
various types are known ([8], chapters 7, 8). The article
presents several such solutions made using various meth-
ods, each of which has an independent value.

2. Recurrence formula for calculating the number
of regular permutations. The number of regular permu-
tations of degree n will be denoted by D, .
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Theorem 1. If n=1, then D, =0. If n=2, then
D, =1.1If n>2,then
=nl—C! _c? i (n-2) _
Dn n: CnD(nfl) CnD(nfz) n Dn—(an) L.

Proof. The first two conclusions of the theorem are a
direct consequence of the definition of a regular permuta-
tion. Let n> 2. Let us consider the irregular permutation

R

(X’l .o -n] “en
which holds fixed precisely k& symbols of n,n,,--,n;,

nl...nk...

nk... .

and it moves all the remaining symbols (in quantity
k—1). At fixed n;,n,, --,n, the number of such permuta-

tions is D,_, . Since the number of different sets without

reiteration of the length &£ from the range {1,---, n} equals
C}f , then the total number of irregular permutations of

this kind equals C,lf . To complete the proof of the theo-

rem, it is enough to subtract all irregular permutations of
the form considered above for all k£ from the total number
of permutations of the degree » (and this is exactly n!).
The theorem is proved.
Let us verify the conclusions of the theorem for some
initial values n=1,2,3,4,5,6. The values D, =0 and

D, =1 follow directly from the definition
D, =3-CD, -1=6-3-1=2,
D, =4-CyD;~C;D, —1=24-4-2-6-1-1=9,
D =5'-CiD, —CiD, - CiD, —1=
=120-5-9-10-2-10-1=44,
Dy =6!-C¢Ds —CeD, —~C¢D; —CeD, —1=
=720-6-44-15-9-20-2-15-1-1=265.
The results have been confirmed by listing all the

regular permutations for the specified values
n=1,2,3,4,56.

3. The formulae for calculating the number of
regular permutations based on the concept of a per-
manent matrix. Here we consider the original task as an
enumeration problem when calculating the number of the
permutations with fixed positions and we use the means
of permanents (cyclic) (0,1) of incidence matrices [9; 10].

By the permanent of a square 7 X#n matrix 4= (a,., /‘)
over a commutative ring we mean the expression

per(A) = Z alc(l) e anc(n) >

ces,

3)
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where summation is carried out for all S, permutations
Gz(c(l),---,c(n)) n-of the range {1,2,---,n}, as well

as on all the diagonals of the matrix 4.
Let I, be identity nxn matrix, J, — nxn-the ma-

trix, in which each element equals 1/n, and
A4,=(nJ,—1,) — the following matrix of order n:
0 1 11
1 0 11
A4, =] : 4)
11 01
11 0

Theorem 2. The following formula for the number D,
is valid

D, = per(4,)=per(nJ,—1,),n=2,3,-. (5)

Proof. The incidence matrix A4, = (a[/.) of the order n
in (4) is constructed in the way that in accordance with
the conditions (2) it has a; =0, if i=j, and q; =1, if
i # j. We can easily see that for each “identity” diagonal
of the matrix A4, in (4), each element of which equals 1,

the permutation of the type (2) corresponds one-to-one.
On the other hand, it is obvious that the multiplication of
n units equal to / corresponds to each such diagonal in the
permanent sum (3) for per(4,). At the same time, the

corresponding multiplications of the elements for each
diagonal of the matrix 4, containing at least one zero

element equal zero.
The theorem is proved.
Theorem 3. The following formula for the number

D, is valid

=nl(l-——+——... —NH— =
Dn }’l(l 1’"1‘ | +(( 1) !j,i’l 2,3, . (6)

Proof. By the “permanent” Laplace formula, decom-
posing per(A,) into the elements of the first line, we
have

D, =per(An)= iper(An (%)),n =3,4,---. (7)
k=2

Here per(An (%))(k =2,3,---,n) — permanental mi-

nors from (0,1) matrices 4, (%) of the order (n-1),

which differ only in the arrangement of the same
(0,1)-lines.

Herewith each matrix 4, (%) contains precisely

(n—=2) zeros, and no two of them are contained in one

line or in one column. It follows that at any k =2,3,---,n
the following equation is valid

per (An (%)) = per (A,k1 ) - per(A,F2 ),

and according to (7) and (5) we obtain
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D, =(n=1){per(4,1) - per(4,.2)) =

8
(=)D + D, o n =3

Therefore, by induction, taking into account the initial
conditions D, =0, D, =1, the formula (6) follows.

From here it follows that

The theorem is proved.

4. Derivation of the formula for -calculating
the number of regular permutations based on the in-
clusion-exclusion formula. This solution is related to the
classical inclusion-exclusion formula (please see, for ex-
ample, [10], § 3.2) by breaking the set S, into disjoint

sets Ry, B, P,

S, with precisely i fixed positions, i =1,2,---,n or, the

where P

7 — set of permutations from

same with (n —i ) constraint positions. Since

s, :nz=i|el,lel=(7jl)n—~
i=0 !

!
(}ijz!(nn;i)!’ b
We have
1= ;DH. ﬁ O]
Let
5§D
i 1!

— generating function of a power (exponential) type for a

ical D, d I
numerical sequence |/, ¢, and consequently,

(z)z”},i

Here by formal deduction operator res, {A(z)} for

D

=1,2, (10)

= ,n

D, zi!rez{

the power Laurent series

A(z) = Zakzk,r eZ,
k=r

we mean the coefficient at z!

of the range 4(z), i. e.,
by convention,
res, {A(z)}:a_l_ (11)
Further, according to the coefficient method [11], we
have in (9)

l_
.—'—resw

1 — pes D z)z (R ,
il )! Z{ ( )
and we sequentially obtain

. .ion D
{ ew w i 1}’
(n -1
1= Z(resw {eww_i_] } xres, { }] =
i=0
where in the last equation the added elements of the sum
equal 0 by the definition of the operator res,. Further,

D (Z) Zf(nfk)fl

n

i=0

by regrouping the terms of the sum and putting the opera-
tor 2 under the symbol of the operator res,, we obtain
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I=res, {D

z7"" 1[Zz (res {e w” 1} )}—

(summation in square brackets by index i: substitution
rule, substituting w=2z)
=res, {b(z)z”’f1 [e"],,._,} =res, {ez -l }
That is, we have
res, {ez b(z)z_"_l} =1—=res, {i z! }, n

It immediately follows that

D(z)

z

¢ D)= D)=
z 1-z
and according to (10)
D, =nlres, {D(z)z""l}: nlres, {ez 1 1 Z—n—l}:

:n!resz{(l+z ] {1+Z

(according to the operator 7es, )

( 1" —]n—123

5. Derivation of a formula for calculating the num-
ber of regular permutations based on combinatorial
methods. This solution is connected to the use of tradi-
tional means of combinatorial analysis and generating
functions of a power type related to the use of operations
on power series (please see, for example [8—12]). Let
O, — the set of all n-permutations of type (2), and

:n!(l_l+l_...
1 2!

0, (k) — the set of these permutations from Q, that have

1> k(k=2,3,n).

0, (k) — the partition of the set S, . Let
0,(k)=0, (k) 0, (k),

where the set Q,L (k) contains all the permutations from

Obviously, the class of sets

0, (k) whose k does not image into 1, and the set O (k)
contains all the permutations from Q, (k) whose £ im-

ages into 1.
It stands to reason that for each fixed £ we have

0} (k)= D, 1|02 (W]|=D, .

n—1»
and consequently,

Qn(k):Dn—1+Dn—2

Thus, we have

D" |Q’1|:]§)Qﬂ (k):];)(Dn_l +Dn—2)7n:3749 (12)

i. e. the recurrence formula (8) taking into account the
initial conditions of the form

D, =0, D, =1,
at n>3 is valid.

(13)
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System solution (12)—(13). If we divide both sides of
the equality (12) by (n—1)!, multiply by z"™', sum up at
n >3, then taking into account the notation

D, =P/ nz1
n!

we obtain the following equation
Dn n—1 n=2

(n-1)" (n-2)1" (n-2)

Further, from (14), taking into account the initial con-
ditions (13) and the new notation

bn = D%!,n > 2,5(2) =>z"

we obtain

0

2.

n=3

o0

22

n=3

o0

+zy

n=3

n-1 _ n—1

Z"2.(14)

Dy
n!

d & D
=224 (1-2)=
z+( z)d{

pIC LR
Iz n!

y }

d | 1
=22 4(1-2)=
22 +( Z)dz{

D(Z) —(1—2)522
=7 +(1—z)%{

D(z) - D222

=—ZzZ 4+ —

(15)

D =

(z)—D2zz}
)

* D . o~ .
223(”_2!2 2ZZZDn_zZ 2

:ngnz 2 =z{ }zzb(z).

Thus, the solution to the system (12) — (13) by virtue
of (14) — (16) reduces to solving the following first order
differential equation:

(1_2)%{0(2)}_25(2)_2 ~0,D(0)=

The equation (17) has the following unambiguous so-
lution

=—Z+(1—z) D(z)

4
dz
It follows from here that

(16)

D(z)—zD1 z

D(0)=0. (17)

D(z) =-1+e*

>

- (18)

which is verified by direct substitution in (17). The end of
the proof is carried out exactly as in Section 4.
6. Notices. From the Maclaurin decomposition for the

number e the known next important estimate of the
number D, follows immediately:

lim —=2% =
n—o n!

(19)

e



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 21, Ne 2

In 1979, M. Aigner found the following unexpected
probabilistic interpretation of that asymptotic estimate of
the number D, : «Let us suppose that n pages of a manu-
script were mixed up by a gust of wind and then put
arbitrarily.

The formula (19) states that for bigger n, the probabil-
ity that there is not a single page in its place is higher

than %.» [13].

Another, more difficult classical combinatorial
problem of the same type is the following: The problem
of married couples: in how many ways can couples be
arranged around a round table so that women and men
alternate, and none of wives is sitting next to her hus-
band?

In 1934, by listing enumerated » -permutations of the
corresponding type, Jacques Toucheard found the follow-
ing formula for the number U, — ways to place married

couples of the above type [14; 15]:
U, = per(an -1, —Pn)

B [";ij(n—l)!,

oy 2n—1
— permutation matrix of the degree

(20)

where the matrix P,

n with 1 on the places (1,2),(2,3),--,...

Let us note that the formula (20), as well as the for-
mula (6), can also be used to calculate options for the
placement of satellites on a given number of orbits with a
different set of conditions.

Conclusion. The problem of the possible distribution
of satellites over a given number of orbits, depending on
the purpose of a satellite, is solved. It is assumed that the
number of satellites coincides with the number of orbits
on which they can be placed. Several solutions to this
problem have been obtained, which make it possible to
calculate the number of combinations for distributing sat-
ellites over a given number of orbits.
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MANAGING A GROUP OF OBJECTS AS A TASK OF SYSTEM ANALYSIS
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In this paper, we consider the general statement of the problem of identification and management of a group of ob-
Jects. A group refers to several objects combined for the manufacture of a product. The main feature is that when man-
aging such systems, it is necessary to change the setting actions for each object.

This is due to the fact that today the technological regulations in many cases are wider than they should be for good
operating. This is a consequence of the fact that the current production culture (this, in particular, has been shown by
the experience of processing data from the technological process for the production of transistors at Svetlana) is rather
low, which leads to some organizational problems. It is clear that it is necessary to have certain models of objects that
naturally differ from each other and can be considered under conditions of both parametric and nonparametric uncer-
tainty. Moreover, there may be cases when an object is considered simultaneously under conditions of both parametric
and nonparametric uncertainty over various channels. Now, regarding the delay, due to the fact that the measurement
of some variables is carried out in a significantly longer time interval than the object constant, it is necessary to distin-
guish the time of measuring technological variables and, in fact, the delay typical to the process itself, taking into ac-
count the difference between the channels.

This leads to the fact that dynamic processes are essentially forced to be considered as inertialess with delay. An-
other significant feature is that the components of the output variables are stochastically dependent in advance in an
unknown manner. The use of correlation or dispersion relations in this case does not lead to success. A special analysis
of T-processes and the ability to simulate such processes are required. In particular, this is one of the tasks of this arti-
cle. It contains: T-processes, T-models and the corresponding heterogeneous control algorithms. The process of hydro-
deparaffinization of diesel fuel is considered according to available data, which can be said a priori that they are in-
complete, that is they do not reflect the complex behavior of the process. From here it follows that these data require
replenishment, which today is not carried out for various reasons. Thus, the process of hydrodewaxing can be taken to
the T-process.

Modeling a multidimensional system based on real data has shown that in this problem the presetting effect for dif-
ferent objects should be different. The exception is only the setting actions for the entire complex or group of objects.
Modeling was carried out on the basis of T-models considered in the article. It has already been noted that these mod-
els should not be taken as complete, giving an idea of reality. They will be subject to algorithmic refinement during fur-
ther research. The decision is made by the researcher. At this stage that an assessment is given that, under the circum-
stances, the resulting models and control algorithms can be adopted for use in a production environment. An attempt to
use the existing theory of identification and control for the process of hydrodewaxing will inevitably lead to a signifi-
cant degradation and increase in the cost of a computer system for operating the quality of this process.

Keywords: group of objects, identification, control, setting actions, nonparametric algorithms, T-process, multidi-
mensional objects, adaptation.
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OB YIIPABJIEHUH I'PYIIIION OB BEKTOB KAK O 3AJJAYE CHCTEMHOI'O AHAJIN3A
M. E. KopHeTl, A. B. Me)lBe;[eBI, . 1. HpCH.[eHKOZ*

'Cubupckuit rocy1apcTBEH DI YHUBEPCHTET HAYKH M TEXHOIOTHH MMeHH akajgemnka M. ®. Pemernena
Poccutickas ®enepamus, 660037, r. KpacHosipek, mpoctt. uM. ra3. «KpacHosipckwuii paboumnii», 3 1
*Cubupckuii henepanbHblit YHHUBEPCHUTET
Poccuiickas ®enepannsa, 660074, r. KpacHospck, yin. Akanemuka Kuperckoro, 26k1
“E-mail: YareshenkoDI@yandex.ru

B nacmosweti pabome paccmampusaemcsi 0dwas nOCMaHo8Ka 3a0aiu UOeHMU@GUKAyuUU U YpasieHus pynnou
00vexmos. 100 epynnoil noHuMaemcsi HeCKOIbKO 00beKmMos, 00beOUHEHHbIX OJi U320MOBNEeHUS MO20 WU UHO20 NPO-
oykma. I nagnoti 0coOeHHOCMbIO A6IAEMCs MO, YMO NPU YAPAGIEHUU NOOOOHBIMU CUCTIEMAMU HEO0OX0OUMO U3MEHAMb
3aoarowue 8030eUcmeaust OISl Kaxico02o 00vbekma.

Ce200Hs mexHOI02UYeCKULl pe2idMerHm 60 MHO2UX CILyHaAsaX OKa3vleaemcs bojiee WUpOKUM, Yem C1edosano vl 0
Kauecmeenno2o ynpasienus. A smo ecmo cledcmeue mozo, Ymo HblHEWH SISl KyJIbmypa npousgoocmed (3mo, 8 4acmHo-
cmu, NOKA3an onvim 06pabomKu OAHHbIX MEXHOIOSUYECKO20 NPOYecca npoussoocmea mpansucmopos na « Ceenuianey)
0080IbHO HEBbICOKA. DMO NPUBOOUM K HEKOMOPLIM Opeanu3ayuonuvim npoodnemam. CredosamenvHo, HeodX00UMo
uMemb me UiU uHble MOOeiU 00bEKMOs, KOMopble eCMeCcmeeHHO OMAUNAOmMess opye om opyea u mMozym Obimb pac-
CMOMPEHbL 8 YCI0BUSIX KAK NAPAMEMPUYecKoll, max u Henapamempuyeckol Heonpedenennocmu. bonee mozo, mozym
bbimb cyuau, K020a 00beKm paccMampueaemcsi 0OHOBPEMEHHO 6 YCIO8USX KaK Napamempuieckol, mak u Henapa-
MempuyecKkol HeONnpeoeleHHOCMU N0 PA3IUYHbLIM KaHalam. Hzmepenue HeKomopblx nepemMenHbiX 0Cyuwecmsisiencs 6
3HAYUMETbHO OOIbUULL UHMEPBAT BPEMEHU, YeM NOCMOSHHASL 00beKma, NOIMOMY He0OX00UMO OMIUYAMb GPEMsL U3Me-
PEeHUsL MEXHONIOZUHEeCKUX NEPEMEHHBIX U, COOCMEEHHO, 3ana30bléanue, NPUCYuee Camomy MeXHOI02ULecKoMYy NPoyeccy
C yYemom OmauyUs KaHaio8. mo npusooum K momy, ¥mo OUHAMUYECKUue npoyeccol No CYyWecmey GbIHYNCOeHbl PaC-
CMAmMpUBAMbCsl Kak Oe3bIHEPYUOHHbBIE C 3aNa30bleanueM. J[py2otl cyuecmeenHot 0COBEHHOCMbIO AGNSENCs MO, YIMo
KOMNOHEHMbI 8bIXOOHbIX NEPEMEHHbIX CIOXACMUYECKU 3A6UCUMbL 3apaHee HeuzgecmubiM obpazom. Hcnoavsosanue 6
OMOM Cydae KOPPETAYUOHHBIX UL OUCNEPCUOHHBIX OMHOWEHUL He npugooum K ycnexy. Heobxooum cneyuanvhwlil
ananuz T-npoyeccos u ymenue mooenuposams nodobHwle npoyeccvl. B uacmuocmu, smo sgisiemes 00HoU u3 3a0ay
Hacmosuyeti cmamvu. B neu npusedenvi: T-npoyeccel, T-modenu u coomeemcmeayiowue pazHomMunuvle aicopummbl
ynpaenenust. Paccmompen npoyecc euopodenapadunuzayuu Ou3enbHO20 MONAUSA NO UMEIOWUMCS OAHHBIM, O KOMO-
PBIX anpuopu MOXCHO CKA3aMb, YMO OHU HENOJIHble, M. €. He OMpPaicaiom KOMIIEKCHOe N0Be0eHUe MeXHOI02ULECKO20
npoyecca. Omciooa cmano8umcsi ICHO, 4Mo 3Mu OaHHble Mpedyiom NONOJHEHUs,, KOMOPOe Ce200Hs N0 PASHbIM NPUYU-
Ham He ocywecmensiemcs. Takum obpaszom, npoyecc euopoodenapapuruszayuu modxcem dOvimv omuecen Kk T-npoyeccy.
Mooenuposanue MHO2OMEPHOU cucmeMbl N0 PealbHbIM OAHHbIM NOKA3AI0, YMO 8 MOl 3adaue 3a0arujee 8030eliC-
8ue 0151 pA3IUYHBIX 00BEKMO08 Q0NAHCHO DblMb paziuyHbIM. HICKIOUeHIue cOCmagnsom moibKko 3a0aruyue 6030elcmeaus
0J151 6Ce20 KOMNIEKCA Uil 2pynnvl 00beKmos.

Mooenuposanue ocywecmaisiocs Ha OCHOBAHUU PACCMOMPERHbIX 6 cmambe T-modenei. Yoice ommeuanocw, umo
omu Mooenu He cledyem GOCHPUHUMAMb KAK 3d6epuleHHble, oaioujue npedcmagienue o Oeticmeumenvhocmu. Ilpu
OanbHeux UCCie008aHUsAX OHU OYOYm NOOaeHcams aneopummuieckomy ymounenur. Pewenue 06 smom, ecmecm-
6€HHO, NpuUHUMaem ucciedogamenv. UMenHo Ha dmom smane 0aemcs OYeHKd, Ymo 8 CO30A8UIUXCS YCIIOBUSX NOLYYUeH-
Hble MOOeNU U aleOpUmMbl YAPAGLeHUsE MO2ym Obimb NPUHMbL O/ UCNOLb308AHUSL 8 NPOUZBOOCHIBEHHBIX VCLOGUSIX.
Tonvimka ucnonvb306anus cywecmeyowei meopuu UOeHMUGUKayuu u ynpaeieHust 0isk npoyecca 2uopooenapapunu-
3ayuu Heu30eNCHO NPUEeOem K 3HAYUMETbHOMY YXYOULCHUIO U YEEIUYEHUIO CIMOUMOCMU KOMNbIOMEPHOU CUCTEeMbl
VIPAGIeHUs: KaueCcmeoM OAHHO20 npoyeccd.

Kniouegvie cnosa: epynna oovekmos, uoenmugpuxayus, ynpaeienue, 3a0aiouue 6030elicmeus, Henapamempuyeckue
aneopummbl, T-npoyecc, MHO2OMepHbIE 0ObEKMbL, AOANMAYUSL.

Introduction. Modeling of multidimensional inertia-  esses, including an educational one [1; 2]. We can con-
less objects continues to be an urgent task of identifica- sider a multidimensional process at an oil refinery, where
tion. The article emphasizes the case when the vector of there is an installation for hydrotreating diesel fuel from
the constituents of the output variables stochastically de-  sulfur compounds, combined with the process of hy-
pendents in an unknown manner. In this case, the ap- drodewaxing and increasing the cold flow of diesel fuel
proach to modeling such objects does not fit within the [3]. The measurement of the main output stochastically
framework of the existing identification theory. There are  dependent variables of a given process, for example, such
plenty of examples of such objects. In particular, they can  as “density at a temperature of 15 °C” or “boiling point
include processes that occur in the construction industry  temperature”, takes place once a day. In this case, the
(cement production), in metallurgy (steel smelting proc-  process under study is considered as inertialess with time
ess), in the energy sector (coal burning process), in oil  delay [4].
refining (the process of cleaning diesel fuel from sulfur It should be noted that any of these processes corre-
compounds), and also practically all organizational proc-  sponds to the statement of different formulations of the
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problems, and this difference is due to the presence of
various a priori information about the process under
study.

The most interesting case is when the nature of the
stochastic coupling between the output components is
unknown up to parameters. Fig. 1 shows the simplest
diagram of series-connected objects. Nevertheless, it
demonstrates that in the analysis of such a group of ob-
jects specificity arises in modeling, and in the operating
similar processes in reality.

In fig. 1, the following notations are agreed:

0,, g =Lr — the number of objects (technological de-

vices) included in the group (the group consists of local
objects); —u =(u,u,,...,u,) — input control actions;

u:(ul, Hysees up) — input, unmanaged, but controlled

variables (for example, it can be all kinds of additives
when working with bulk materials that enter the input of

an object); x =(x;,X,,...,x,) — characteristics that deter-
mine the composition of the initial product x, of semi-

finished products x,,...,x, ; z— parameters characterizing

the finished product (product). All variables are vectors.
The process flow is subject to the technological regula-
tions (GOSTs), which defines the ranges of values of all
technological parameters.

The main feature that arises in a group of processes is
largely due to its emergence [5] and unreasonably large
ranges of technological regulations. Moreover, the com-
pression of technological regulations in real production in
most cases cannot be carried out due to emerging organ-
izational problems. Unfortunately, it leads to the produc-
tion of low-quality products, and often to a large propor-
tion of defective goods. Difficulties are further exacer-
bated by the fact that defective products cannot always
be sent to recycling. A way out can be found using cor-
rection of technological regulations in each case. This
naturally leads to the problem of automation of a similar
process in each local case, at each redistribution of the
technological process. In this regard, it is necessary to
solve the identification problem and the control task for
each technological object, and only then combine them
into a group. Thus, there is a need to conduct the process
all the time in different ways. This is akin to the
well-known idea expressed by the Polish philosopher
Ferdinand-Bronislaw Trentovsky in 1843 in the book
“The Attitude of Philosophy to Cybernetics as the Art

Object 2

—~—»{ Object1 z

Y

u i,

of Managing the People”: “The application of the art of
control without any serious study of the corresponding
theory is like healing without any deep understanding
medical science”.

He emphasized that truly effective management
should take into account all the most important external
and internal factors affecting the object of management:
“With the same political ideology, cybernet should gov-
ern differently in Austria, Russia or Prussia. In the same
way, in the same country he must rule tomorrow differ-
ently than today”.

In such complex multidimensional processes, the out-
put variables of an object are somehow dependent, but
this dependence is a priori unknown. Similar processes
were called T-processes, and their models — T-models [6].
Identification and management of such processes should
be carried out in a non-traditional way [7], because it will
not lead to success due to a lack of a priori information
about the investigated object. The peculiarity is that the
vector of the output constituent, we denote it as

x(t)=(x1(t),x2(t),...,x,, (t)), j=Ln, is so, that the

constituents of this vector are dependent in advance in an
unknown manner. Therefore, the mathematical descrip-
tion of the object can be represented as a system of im-
plicit functions:

Fy(u(t).n(0).x(1)) =0, j=1n, Q)
where u(1)= (“1 (1),u,(2),...ou,, (t)), k=1,m — input
controlled constituent vector; p(r) :(ul(t),uz(t),...,up(t)),

V= G — vector of input unmanaged but controlled con-
stituents; constituent (t) — means the consideration of

input-output variables at a particular point in time. #. The
task of identifying the objects under consideration is re-
duced to the fact that it is necessary to solve the system of
implicit nonlinear equations (1) with respect to the con-

stituents of the vector of output variables x(7) with

known input u(r), u(¢). Of course, the task is compli-

cated if there is a group of objects where each local object
will have to be considered separately.

The management of such objects is considered in con-
ditions of uncertainty when there is no description of the
object accurate to the parameter vector. Moreover, for a
group of objects, the preset influences for each individual
object will have to be changed.

nup -1 .’up

X z

Ob_] ect n Ob_] ect

r-1

A4

u

m=1 m

Fig. 1. The group of objects implementing a technological process
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Algorithms identifying local objects. To model a
group of objects, the necessary step is to build models of
the local objects themselves. In this case, it will be neces-
sary to consider well-known methods, in particular, iden-
tification algorithms in a narrow and broad sense. Next,
we consider the basic algorithms for modeling local ob-
jects. We distinguish two identification classes - paramet-
ric and nonparametric.

We consider parametric identification or identification
in the narrow sense [8]. In the narrow sense of identifica-
tion, two main steps are usually considered. The first is
the determination of the parametric structure of the object
accurate to the coefficients, the second is the determina-
tion of the values of the coefficients according to the re-
sults of measurements of input-output variables or pa-
rameter estimates.

Most often, parameter estimation algorithms are con-
sidered in various sources. The most vulnerable stage is
the choice of the model structure of the object accurate to
the coefficients. It is quite clear that if the structure of the
model is chosen inaccurately, this will lead to inaccuracy
of the model. It is appropriate to recall the phrase of the
ancient Greek philosopher Democritus: “Even a slight
departure from truth in the future leads to endless mis-
takes”.

Thus, at the first stage, a class of equations is selected:

Fy(u,,x,0)=0, j=1n,

where u are the input controlled process variables, p are

the input unmanaged, but controlled process variables, X
are the output variables, o is the parameter vector.

The parameter estimation algorithms are based on the
stochastic approximation method, in particular, they have
the following form:

N .
O(‘f = a‘é{—l + YS [xs - zals—l(pi (us )] (Pk (ut ) . (2)
i=1

There are many similar algorithms, but we will not
dwell on this in detail.

In the case of nonparametric identification or identifi-
cation in the broad sense, algorithms for simple statement
of problems can be based on nonparametric estimates
of the Nadarai-Watson regression function [9]. For the
multidimensional case, the form of this estimate is as fol-
lows:

\ _ - D uk_“kz)
x<u>=;xﬂ( o ®

' iﬁq{”k _uki]

i1 k=1 ¢

where bell-shaped functions @ (-) and blur parameters C;

satisfy some convergence conditions and satisfy the fol-
lowing properties [9]:

0< q)(c;l(uk _”ki))<°°;

¢, J (I)(cs_1 (u —uy ))du =1;
Q(u)

lim cS_ICD(cS_1 (uy —uki)) =8(u, —uy); ¢, >0;

§—>00
lime, =0; limsc,” =oo.
§—>0 §—>0
In practice, the most common cases are when the vec-
tors of the output variables of the object are stochastically
dependent. In this case, the description of the process can
be represented as:

Ei(us“»x):(): ]:1,_7’1 (4)

And the model of the object in this case, based on the
approximation of a local type, can be as follows:

Fy(uapx,ug, g x,) =0, j=Ln, i=ls, (5)

where u ., x, are time vectors (data set received at the
s-th moment of time). Moreover, the functions I:“j (-) are

unknown because dependencies of the output variables of
the process are unknown. As noted above, processes hav-
ing a stochastic dependence of the output variables were
called T-processes.

We consider each individual object in the group as a
separate multidimensional object with dependencies of
input and output variables, as well as unknown dependen-
cies of output variables among themselves. We show such
an object in the following fig. 2.

In fig. 2, the vector of input variables arrives at the in-

put of the object u =(u,,...,u,, ), the vector of output vari-

ables is observed at the output x=(x,...x,), &(¢) —

“X,
random jamming acting on the object. When considering
such an object, one can notice the dependences of the
output variables, which may not always be known.

&(r)
a,(¢) R f G ).;
i, (2) ; 1 x( ).;
u, (1) ' R ' v X )_;

Fig. 2. Multidimensional object
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Through various channels of a multidimensional
T-object, the dependence of the j constituent of the vector
of output variables x can be represented as a certain de-
pendence on certain constituents of the vector of input
=/, (u”),

Such functions are determined by the researcher from
the available a priori information, and they are called a
composite vector. A composite vector is a vector com-

posed of some constituents of the input and output vari-
ables, it can also be any set, for example

X% =(uy,ug,xy), XY =(up,us,ug,xy).  Different
channels of a multidimensional system can have a differ-
ent number of constituents u(t), included in composite

variables # : x*/7 j=1n.

vectors x (7).

A model of such a process is considered as a system:

Iﬁj(u<j> <’>) 0, j=Ln. (6)

where functions F; (-) remain unknown.

As a result of measurements of the input and output
variables of the object, a training sample can be obtained

{

variables u(t) it is necessary to solve system (6) with

U, X }, i= L_s . In this case, for given values of the input

>V

respect to the constituents of the output variables x(t).

As a result, it is possible to obtain estimates of the con-
stituents of the output variables from the known input,
and this is the main purpose of the desired model.
T-models. It was noted above that if the output vari-
ables have unknown stochastic dependencies, then they
were called T-objects, and their models are T-models. The
description of such a process is specified as follows:

Fy(u™” (¢),x% (1)) =0, j=Ln,

where /> (t),x*/> (¢) is composite vectors, the type of

(M

function F;(-) is unknown. The system of models of the
studied object can be represented as follows:

By (™ (6),x%7 (£),%,,,) =0, j=Ln,  (8)

J
where X, ,ii are time vectors, but in this case 15/ (-) they

remain unknown. Therefore, the problem comes down to
the fact that for a given value of the vector of input vari-

ables u (t) it is necessary to solve system (8) with respect
to the vector of output variables x(¢). The general

scheme for solving such a system is reduced to a non-
parametric two-step algorithmic chain, which allows one
to find the predicted values of the vector of output vari-

ables x(¢) from known input u(z).

First, the deficiencies are calculated by the formula:
fj (u<‘i>,x<j> (i)aisvﬁs )’ (9)

where functions f (u<j X (i),?c_s,,ﬁs) are taken in the

g; = j=Ln,

i

form of a nonparametric estimate of the Nadarah-Watson
regression function [9]:
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(10)

s <n>

21

i=1 k=1

( J |

where j=1,n, ,<m> is dimension of a composite vec-

tor u, . Bell-shaped functions d)() and the blur parame-

ter ¢,y some convergence conditions and have the fol-

lowing properties [9]: satisfy ®(-) <o ; lim,_,, sc, =0

-1

lim, ,, ¢, =0; j <D(csuk (up —uk[i]))du =1;
Q(u)
lim, ., e @ (o, (uf =1, [11)) = 8 (1uf —2,[71) .

Next, the conditional expectation is estimated:

X; =M{x|u<j>,8:0}, Jj

=1n (11)

where the nonparametric estimation of the regression
function is taken as the basis. And ultimately, the forecast
for each constituent of the vector of the output variable

will be as follows:
L]
X
CSM
k2 1
( h "My [l]jx

where bell-shaped functions CD() can be taken in the form

<n>

Zx []- HCD

<m> gkz l

CSS

(12)

j=Ln

s <n>

211

i=1 k=1

of a triangular kernel for inputs (13) and residuals (14):
Up [7]

su

1_|uk1 ;ulq [i]|, |uk ;ukl[i]| <1, (13)
) 0 |”k1 Uy [l]| >1
T
_|0_8k2 [i]| |O_€k2 [i]| <1
(D[skz[i]} R
Cye |0_8k2 [l]|
, —————— >
c

S€

Nonparametric algorithm (10) and (12) is a two-step
algorithmic chain that allows one to find the predicted
values of the constituents of the output vector for the
known constituents of the input variables, in the case of
stochastic dependence of the output variables [10].
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General statement of the problem of identification
and management of a group of objects. Modeling and
managing a group of objects is significantly different
from modeling and managing local objects. And the main
difference is that when managing a group, it is necessary
to change the defining influences for controlling local
objects. Each time, changing the technological regula-
tions, it is requires by reality. Actually, this is shown by
the example below at an oil refinery. Otherwise, the tech-
nological map requires expansion, but the result of the
implementation of this expanded technological regulation
is absolutely clear, which will inevitably lead to poor
quality products and even to defective product. Thus, the
goals that are set in front of a group of objects are signifi-
cantly different from the goals that are set in front of local
objects. It should to be noted that models and control al-
gorithms are not an arithmetic sum of models and algo-
rithms of a group of objects However, the above models
and control algorithms can be taken as a basis. Only the
contents of the input and output variables of local objects
and groups will change. Thus, for good management of
the group, a difference in the relevant technological regu-
lations is necessary [11].

At the end of the 70s, one of the authors was able to
participate in studies of the technological process for the
production of transistors (Svetlana Production Associa-
tion, Leningrad), due to the fact that the volume of defec-
tive products and low-quality products reached 85 %. The
studies showed that the range of technological parameters
is incredibly wide in all sections of the technological
process, although they corresponded to the technological
regulations. The research results made it possible to give
relevant recommendations, which were included in indus-
try guidance materials [12].

A wide range of values is characteristic of many min-
ing or processing industries. Of course, one can develop,
on the basis of studies conducted for each particular en-
terprise, a more stringent technology regulations and con-
tinue to follow it. But it cannot always be used, because
strict technological regulations can be implemented only
in enterprises with a high level of production culture. This
is, first of all, the high quality of technological equipment,
local automation, qualifications of workers and their atti-
tude to the subject.

There may be another way, it is necessary to follow
the existing technological regulations, but to optimize the
process mode in the given technological object taking into
account a carried out technological operation at the previ-
ous object. This way is more realistic for enterprises, be-
cause it does not require expenditures for reconstruction
and can significantly improve the quality of products and
reduce losses in the production of certain products. For
this, it is necessary to develop and introduce computer
systems to improve technological conditions. Such com-
puter systems are quite effective.

Let us consider the control scheme of a local object
with time delay (fig. 3).

In fig. 3, the following notation is accepted:

u(t)=(u(t),...u, (t)) — managed input variables;
n(r)= <u] (£)50lt, (t)) — unmanaged but controlled
variables; x(¢+1) = (x1 (147),x, (2 +r)) € R" — process
output variables; x*(t+7:) = (xl* (t+r),...,x: (t+1:)) eR" —

setting actions; &,,A4!,h’ — random stationary interfer-
ence influencing the object and the measurement channels
of the input and output variables; t — known lag on vari-
ous channels of a multidimensional system.

(1) )
T x 7
w0 : : x,(t+7)
u, (7) Obj ect E . (,' +7)
u,(t) ' -
h I
h\L | r |
"
. K .\‘,]_
u, I
‘ L Control
u device X"
u

x(r+7)
| v
1

box(t+7)

Fig. 3. Multidimensional Object Management Scheme

Puc. 3. Cxema ynpaBieHUsI MHOTOMEPHBIM 00BEKTOM
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The management of a group of objects should be car-
ried out taking into account the fact that moving from one
object to another, it is necessary to change the setting ac-
tions.

Multidimensional systems management. The con-
trol of multidimensional T-objects is considered under
conditions of nonparametric uncertainty, i. e. under condi-
tions when the process model, up to the parameter vector,
is completely absent [13]. In this case, well-known tech-
niques are not applicable and other approaches should be
used to solve the problem [14—18].

In the problem of controlling a multidimensional
process with a stochastic dependence of the output vari-
ables, a multistep algorithmic chain is used. It is the fol-

lowing: the input variable u (¢) is taken arbitrarily from

the area Q(u, ) . The following input variable u, (¢) is in

accordance with the following algorithm:

s <ng>
i
S|t [Tl 0,
i=1 ) x/
<Pw>
) [uv uvj
C
* v=1 M
u = L (15)
s u* i\ <ng> xﬂf —x
Zq) 1 1 H(I) J J %
i=1 cul Jj=1 ij

where <n, >, <p, > — dimension of the corresponding

compound vectors X u [, <n,><n, <p,><p,
q,w — the number of constituents included in the com-

posite vector. Compound vectors are determined by the
researcher from the available a priori information. If the
researcher does not have such information about the ob-
ject, he uses all the constituents of the input and output
variables in a composite vector. Next, the input variable

us (t) is as follows:

; u u u
D ud| —L D 2 Ix
i=l u uy
<n,> * i \<p. > * i
q X.—X. Pw 1
x ) J J H 10} Hy —Hy
* j=1 cxj v=l CHV
;- Lo 2 )
s
U —u u u
16} 1 1 ) 2 2 x
i=1 Cuy Cuy
<n,> * i \<p,>
q X:—X: Pw
% ®| T @ Hv “’v
j=1 cxj v=l ch

And then the control algorithm continues to find each
input constituent of the object, and with each subsequent
step, the values of the input variables found at the previ-
ous step are added to the algorithm. We write a control
algorithm for a multidimensional system that will look
like this:
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s * u <ng> Xj- X;
S o] % [To| 7%
i=1 = cuk Jj=1 cxj
<pp> i
< ol m-w
" v=l C'}1 -
U = v k=1Lm (17)
s k-1 * i\<ng> i
u, —u X;—X;
) k k ) J J x
i=1 k=1 ug Jj=1 cxj
<pw> *
% H ol v W
v=I Cuv

In the control algorithm (17), the blur parameters for
the input and output variables remain the adjustable pa-

rameters ¢, , ¢, and Cy , the following formulas can be
J v

used for them: ¢, :a‘u,t—u,i‘+n, ¢y, :B‘x;—x;hn
w, —pl|+n, where o, B and y some pa-

rameters are more than 1, and parameter O<mn<l1. It

and o, =

should be noted that the choice of blur parameters c,

uk’

ij

" c

., 1s carried out at each control step. Moreover, if
v

C

" and ¢,

is determined then the determination of ¢,
J

is carried out taking into account this fact. The order of

determining the blur parameters ¢, , ¢, and ¢, is not
k Xj Hy

significant.

Group of objects at a refinery. Installation for hy-
drotreating diesel fuel from sulfur compounds, combined
with the process of hydrodewaxing and improving the
cold flow of diesel fuel, operates at a refinery. Imagine
the technological scheme of the process (fig. 4).

Fig. 4 shows the reactor block R-301, which combines
the processes of hydrotreating and hydrodewaxing; and
also shows the cleaning blocks of the circulating hydro-
gen-containing gas S-301a; stabilization of diesel fuel
with the extraction of the side shoulder strap K-301; stabi-
lization of distillation of gasoline; purification of hydro-
carbon gases. The input is “Raw materials for installa-
tion”, and the output is “SDF”.

The depicted blocks are a group of objects with which
combined hydrotreating and hydrodewaxing processes
occur.

During the operation of such an installation, informa-
tion on the progress of the process is collected and accu-
mulated. Therefore, it is necessary to process the accumu-
lated information in order to monitor the entire process
and subsequent decision-making on its management [19].

Due to the lack of a priori information about the proc-
ess in the required volume for the implementation of its
modeling and control, it is proposed to use non-
parametric systems methods that will help in determining
the current state of the process flows at the input and out-
put of the process, identifying inaccurate data, predicting
the quality indicators of finished products at the output,
correct process control.

Let us depict the general identification scheme for hy-
drotreating and hydrodewaxing processes in the following
form (fig. 5).
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The following input and output variables were used
for the hydrotreating and hydrodewaxing process: u, (t) -

density at 15 °C, kr/m’; fractional composition, °C:
u, (t) — boiling point, u;(¢) — full boiling point 50 %,
u, (¢) — full boiling point 96 % u us(r) — final boiling
point; ug(t) — upstream pressure in P-301, krc/cm’;
u; (¢) — inlet temperature B P-301, °C; x,(¢) — density at
15 °C, kr/™’, fractional composition, °C: x, (¢) — initial
boiling point, x;(7) — full boiling point 50 %, x, (¢)— full
boiling point 96 %, x;(¢) — final boiling point; x, (1) —
cloud point.

Due to the fact that the nature of the dependence

of the input and output variables is unknown, as well
as the dependences of the output variables on each other,

A

P-301a,6
P-301

hydrogen gas

n-301-1,2 |

the two-step non-parametric algorithm of the T-model
(10) and (12) considered above is used to determine the
predicted values of the vector components exit by known
input constituents.

The accuracy of the modeling was estimated by the
following formula:

i‘xzj =/ (u, )‘
=
J K

2

i=1

S

» J=Ln, (18)

x{—)ﬁ"

where x/ — observations at the object, x/(u;) — object

exit forecast, X/ — average value for each constituent of
the vector X .

For modeling, we carry out the procedure of a rolling
exam.

petrol

Mo

n-303

K-301

desulfurized
diesel fraction

Fig. 4. Fragment of a scheme for hydrotreating diesel fuel and hydrodewaxing

Puc. 4. ®parMeHT cxeMbl THIPOOUYHUCTKH JIU3EJILHOTO TOIUINBA
U rupoaenapapuHU3anuu
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Fig. 5. Fragment of modeling hydrotreating
and hydrodewaxing processes

Puc. 5. ®parmMeHT MOAEIUPOBaHMS TPOLIECCOB IMIIPOOUUCTKHI
U ruApoaenapapuHU3anuu
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Fig. 6. Prediction of the output constituent x, (t) for the corresponding input variables u (t)

Puc. 6. TIporno3 BeIXOHON KOMIIOHEHTBI X, (t) MPHU COOTBETCTBYIOMINX BXOJHBIX EPEMEHHBIX U (t)

The adjustable parameters will be the blur parameters

¢, and c, , which in this case we take equal to 0.5 and

SE 2
0.4, respectively (the values were determined as a result
of numerous experiments in order to reduce the quadratic
error between the output of the object and model). Sample

size s =115. We give the results for the output variable
x4 (¢) — the boiling point is 96 % (fig. 6).

In fig. 6, the “dot” denotes the outputs of the object,
and the “crosses” represent the outputs of the model. For
clarity, the presentation of the results on the graph shows
20 sample points. According to GOST R 51069-97 “Oil
and oil products. Method for determination of density,
relative density and density in degrees by API hydrome-
ter” the accuracy indicators of the method obtained by a
statistical study of interlaboratory test results may deviate,

for x,(¢) the minimum value is 3 °C, as shown in dashed

lines in fig. 6, and the maximum value is 10 °C, as shown
in fig. 6 in solid lines. For each constituent of the object
output, its own deviation limits are approved. Which of
the boundaries to choose, minimum or maximum, are
determined by a technologist. According to the schedule,
we can say that the forecast was quite satisfactory, the
modeling error was §, = 0.04. But it is worth paying at-

tention to the fact that the maximum boundaries of devia-
tions are too wide in all sections of the technological
process, and the process itself must take place at the
minimum boundaries of deviations. The resulting forecast
values sometimes go beyond the minimum boundaries,
but lie within the maximum limits, many factors can in-
fluence this, such as the small size of the training sample,
the inaccuracy of a priori information, random interfer-
ence affecting the process, etc. But well-tuned models
make it possible to increase its accuracy and, in the future,
will help in high-quality process control [20].
Conclusion. The article considers nonparametric algo-
rithms for modeling and controlling a group of objects

184

under conditions of both parametric and nonparametric
uncertainty. The creation of groups is determined not only
by the structure of the enterprise, but also by the nature of
the technological process. One feature is emphasized,
which manifests itself in the fact that the driving actions
for each object are the subject of special consideration at
each control step. The paper presents models and algo-
rithms for managing a group of objects, as well as some
local and specially emphasized property of emergence.
Models of multidimensional inertia-free complexes are
presented and, in particular, an example is considered
based on the results of measurements of real data of the
technological combined process of hydrotreating and hy-
drodewaxing of diesel fuel occurring at a refinery.
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A ROUTING ALGORITHM FOR THE CAYLEY GRAPHS GENERATED
BY PERMUTATION GROUPS

A. A. Kuznetsov', V. V. Kishkan

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
“E-mail: kuznetsov@sibsau.ru

The purpose of this work is to create an effective routing algorithm on the Cayley graphs of permutation groups, su-
perior in its characteristics to an algorithm using an automatic group structure.

In the first section of the article we describe the auxiliary algorithm A—1 which allows numbering elements of a
given permutation group.

In the second section we present the algorithm A-2 for calculating the routing table on the Cayley graph and algo-
rithm A-3 for determination the optimal route between two arbitrary vertices of the graph. Estimates of time and space
complexity are also obtained for these algorithms.

In the third section we describe the algorithm A—4 for calculation the minimal word of a group element. It is proved
that the computational complexity of the algorithm will be proportional to the length of the input word.

The fourth section presents the results of computer experiments for some groups of permutation groups, which com-
pare the time for calculating the minimum words using algorithm A — 4 and an algorithm based on the construction of
an automatic group structure. It is shown that A — 4 is much faster than its competitor.

Keywords: Cayley graph, a permutation group.

Ob OJHOM AJI'OPUTME MAPHIPYTU3ALIMU HA T'PA®AX KIJIH,
HOPOXIEHHBIX I'PYIIIIAMHU ITOACTAHOBOK

A. A. Kysueros', B. B. Kumkan

Cubupckuii rocy1apCTBEHHBIN YHUBEPCUTET HAYKU U TEXHOJOTHI MMeHHU akaneMuka M. @. PemerHeBa
Poccuiickas @enepanus, 660037, r. KpacHosipck, npoct. uM. ra3. «KpacHosipckuit pabounii», 31
* . .
E-mail: alex_kuznetsov80@mail.ru

Lenvio nacmosuyeti pabomvl s6151emMcsi CO30anue IPHEKMuUsH020 aneopumma mapupymuzayuu Ha epagax Kau
2PYnn NOOCMAHOBOK, NPeBOCX00Se20 NO CEOUM XAPAKMEPUCMUKAM AN2OPUMM, UCHOLbIVIOWUL AGMOMAUYECKYIO
CMPYKmMypy epynnul.

B nepsom pazoene cmamvu onucan cnomozamenvuuiii ancopumm A—I, Komopulil n038osem HyMeposams deMeH-
Mbl 3a0AHHOLL 2PYNNbl HOOCMAHOBOK.

Bo emopom paszoene npedcmasnen ancopumm A—2 ons eviuucienus mabauyvl mapuwpymuzayuu Ha epage Konu u
aneopumm A—3, Komopwill n0380a5eM ONpedenuns ONMUMALLHBIIL MAPUPYI MeNCOY O8YMS RPOUBOTbHBIMU 6EPULUHA-
Mu epagha. Jnst OaHHBIX AN2OPUMMO8 MAKICE NOTYYEHbL OYECHKU BPEMEHHOU U NPOCMPAHCMEEHHOU CLOJNCHOCTU.

B mpemvem pazoene onucan ancopumm A—4, npu nomougu KOMoOpPo2o0 MOICHO BLIYUCIUNMb MUHUMATBHOE CJLOBO 3jle-
MeHma epynnol. JJoKa3aHo, 4mo GblYUCIUMENbHASL CONCHOCIb A20pumma 6yoem nponopyuoOHaIbHA OTUHE 8X00AUe20
cnosa.

B uemsepmom pazoene npueedenvt pe3yibmamsl KOMNbIOMEPHBIX IKCHEPUMEHMOS OJisl HEKOMOPBIX 2PYNI NOOCMA-
HOBOK, 8 KOMOPbIX CPAGHUBACMCSL BPEMSL GbIMUCTICHUSL MUHUMATIbHbIX CTI08 NO al2opummy A—4 u aneopummy, 0CHOGAH-
HOMY HA NOCMPOEHUU A8momMamuieckol epynnosou cmpykmypol. Toxazano, umo A—4 snauumenvro dvicmpee c80€20
KOHKYpeHma.

Kniouegvie cnosa: epagh Kanu, epynna noocmanogok.
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Introduction. Currently, the increasing demand for
cloud computing is leading to the growth of large-scale
data centers (DPCs).

Modern data centers contain hundreds of thousands of
nodes interconnected by a network. The topology of such
a network, i.e. the method of connecting nodes is a key
link on which speed, fault-tolerance, reliability and other
characteristics of the data center depend.

For this reason, network design is a very important
task, including the search for graph models that have good
topological properties and allow the use of efficient rout-
ing algorithms.

These are the qualities of Cayley graphs, which have
such attractive topological properties as high symmetry,
hierarchical structure, recursive construction, high con-
nectivity, and fault-tolerance [1]. The definition of a
Cayley graph implies that the vertices of the graph are
elements of some algebraic group. The choice of the
group and its generating elements allows us to obtain a
graph [2] that meets the necessary requirements for di-
ameter, degree of vertices, number of nodes, etc.

Suppose G :=(X) is a finite group, generated by an

ordered set X :={x; < x, <...<x,}, which is also called
the alphabet. The set of all words (strings) over the alpha-
bet X will be denoted by X". Let w:=xx,...x; be a
word over X and |w]|:=/ is its length. On the set X" we

also define the relation of order. Suppose v and w are two
arbitrary words in the alphabet X. Then v<w, if
|v|<]w|, a and in case of equal word lengths, the smaller

word will be determined according to the introduced lexi-
cographic order on generators. If it is necessary to empha-

size that the string ve X * matches the element geq,

then we write v, . The string v will be called the minimal

word of the element g , if for all others we X", such that

v, =w,, will be conducted v<w. It’s obvious that

¢ = V>
every g € G, then we will write v,. It is evident that every
g € G matches the unique minimal word. The length of

an element of a group g is the length of its minimal word
v, that is | g [:= min{| v, [:v, € X"} . It has been noted that

in the general case, the task of determining the minimal
word is NP-hard [3].

Cayley graph I' :=Cay(G,X) of group G with rela-
tion to X is called a directed unweighted labeled graph
with many vertices V' (I'):={g| g € G} and many edges

ET)={(g,gx) xe X,geG}. Suppose (g,gx)e E(I),
then generator is called an edge token. If
X=XuUX"", then graph T will be non-oriented. We
assume that the unit element e ¢ X , that is in graph T’
there are no loops. As it is known [4], the shortest
distance between two arbitrary vertices of the graph g
and 4, which we denote d(g,%), is equal to the length

X

of the minimum word of the element g’lh, i e.

d(g,h):= g 'h|.
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Let us dwell on the currently known routing algo-
rithms on Cayley graphs. Traditional methods, such as
Dijkstra or Bellman-Ford algorithms, can be used on
graphs of any kind, but require significant spatial and
temporal resources [5]. For some families of Cayley
graphs, there are special routing algorithms that, unlike
traditional methods, use the topological characteristics of
the graph, while reducing time and/or spatial complexity.
These include graph families such as hypercube [6], but-
terfly [7] and star graph [8], which are Cayley graphs. In
work [9], a routing algorithm for creped and star graphs
based on sorting permutations is presented. However, this
approach does not provide the shortest routing. K. Teng
and B. Arden prove [10] that all finite Cayley graphs can
be represented by generalized chordal rings, and then of-
fer an iterative routing algorithm based on the lookup
table. The space complexity of such an algorithm
is O|G |2) , and temporary is O(D) , where |G| and D are
size and diameter of the network, respectively. To find
the shortest paths on the Borel graph L. Wang and K.
Tang offer an algorithm [11], which first calculates in an
autonomous mode the routing table from one node to all
the others; then, using the transitive property of the
Cayley graph, creates a routing table for all nodes.
The computational complexity of this algorithm is limited
O(log, |G|), and space complexity is O(D-|G[*). In
[12] a distributed fault tolerant routing algorithm on a
Borel graph is presented. This two-phase algorithm uses
two types of routing tables: static and dynamic.

In the article [13], a routing algorithm for a special
class of Cayley graphs used as the topology of a wireless
data center network is presented. This algorithm is two-
level: for sending messages between servers in the same
rack and servers in different racks. Each server is identi-
fied by three values: the coordinates of the rack, the tier
on which the server is located, and its number on the tier.
In addition, each server uses three routing tables to for-
ward packets from the source to the destination along the
shortest route.

The monograph [14] is a fundamental work on the re-
lationship of algebraic groups and finite state automaton.
In this case, the automaton structure of a special kind is
determined on the group G =(X), using which it is pos-
sible to calculate the minimal word for any element of the
group.

According to [14], the group finite state machine reads

an arbitrary word w, € X 5, processes it and produces the
minimal word of the element g. Herewith the time T,
of word processing w will be proportional to the square of
its length, i. e. T, = O( w[*).

Using this result, an algorithm for finding the shortest
path on a Cayley graph (denoted by A — 0) was proposed
in work [15], while its computational complexity is lim-
ited, and space complexity M,=0(X|-|G|+|A)),
where | A | is the number of states of a group automaton.

It should be noted that all the above routing algo-
rithms can be assigned to one of the following categories:
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a) those that are designed for specific Cayley graphs;
b) universal with high space and time complexity and
c) with low complexity, which do not provide shortest
paths.

The purpose of this work is to create an effective rout-
ing algorithm on Cayley graphs of permutation groups
that surpasses in its characteristics the algorithm
from [15].

The first section of the article describes the auxiliary
algorithm A — 1, which allows you to number the ele-
ments of a given permutation group.

The second section presents the algorithm A — 2 for
calculating the routing table on the Cayley graph. Algo-
rithm A — 3 is described below, it allows to determine the
optimal route between two arbitrary vertices of the graph.
Estimates of time and space complexity are also obtained
for these algorithms.

The third section describes the algorithm A — 4, with
which you can calculate the minimum word of an element
of the group. It is proved that the computational complex-
ity of the algorithm will be proportional to the length of
the incoming word.

The fourth section presents the results of computer
experiments for some groups of permutations, which
compare the time needed to calculate the minimal words
using algorithm A — 4 and the procedure from [15].

In conclusion, the prospects for the development of
the project are considered.

1. Algorithms on Cayley graphs of permutation
groups. Suppose G is finite group of permutations on the

set of points Q={1,2,...,n}. We denote o = g[a]
element image o € Q) under the influence g e G . Orbit
point a € Q is called set af = {af]| g€ G}.

the
G, ={geG| a® =a}. For given B,,B,,....B, €Q we

Point stabilizer aeQ we will call set

inductively define

G gy, = (Cpop,.pdp, =
= {gEGl ﬁf :Bj’j:0313"-3i}~

Sequence of different elements B :=(B,B,,...,B,,)
we will call the base of the group G, if Gy g o =e.

Thus, only a single element of the group leaves all the

points of the base stationary.
Suppose G = Gy p,...p,, - Next, we determine the

i

chain of stabilizers
G=GV>G?>...>G"™ >G"D ¢

If GV s its own subgroup G for ie[l,m], then
the base B is called irreducible.

Adjacent group classes G by subgroup GV have
a one-to-one correspondence with the elements of the
orbit AV =B If apeG? and GVa=GTp,
then for some ke G will be conducted a=hb.
Therefore, B¢ =B/ =p’.
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The above fact makes it possible to calculate a family
of representatives of cosets (transversal) U @ groups
G mod GV, every yeA® define
u,(y) e G, which displays B,

1

For we
in y, other words
B —y . In the particular case if B, =P, then
u;(B;)=e.

According to the notation introduced, we obtain an
ordered sequence U = (u;(Y) ye ADY . It's obvious

that |U® |5 AD |.

Putting together all U D we get a transversal:

U= LmJU(").
i=1

By the Lagrange theorem |G |=|G" :G? |-|G? |=
=UY|-1G?|. Similarly, |G? 5 G?:G®|.|¢Y |=
=UP|-|GP|. Continuing this process, we get
(GHUD U |- U™,

Suppose B =(B,,B,,....B,,) is the base G, then for
any element of the group we can determine its base image

BE = (BE B B

Lemma 1. For Vg € G base image B® has a unique
view.

Proof. Suppose BS = B", then B —p. Therefore,
according to the definition of the base, gh™' =e. Conse-
quently, g=nh.

Lemma 2. Any element g € G can be unambiguously

written in canonical form

8= (um sUp_15-- .,1/[1) =SUplpyy - Uy

where
(1)

Proof. As g € G, then it is contained in some coset of

u, eUD uiell,m].

the group G by group, th G erefore, we write it in the
form g = hyu,, where h, € G and u, e UV . Similarly,
hy = hyu, , where h, € G and u, eUP .

Continuing this process, we obtain the desired for-
mula.

In the future, we will also need many inverse elements
of the transversal

m
o= Joo,
i=1

rae UY = ;' (y)] v e A?)
To find items in U and U® we need an auxiliary

array of indices A4 whose elements are defined as

mxn >

follows:
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a; €[0,|JUY [-1] -
A., =

ij the element number of , (/) in U, ifj e AD;

—1ifj e AD.

Below is an algorithm that received a word at the in-
put consisting of a product of elements g,g,...g; of the

group G, its base B, the transversal U and its inverse U ,
as well as an auxiliary array A4, returns canonical represen-

tation u,,u,,_; ...u; of this product.

m“m-1*

Algorithm A-1. u u

it - U =Fact0r(g1g2...g,,U,lA/,A,B)
Input: g,g,...g;, U,A and B

Output: u,,u,_; ...y

1. h=B
2.Foralli=12,...,/

3. he=(hE K5, . hE)
4. Forall i=1,2,....m

S. j=h[i]

6. u; = U([)[al]-]

7. u;l = l}(i)[aij]

8. hi= (' BB
9. Return u,u,,_;...u

Suppose T; =O(f) and M, =O(f) is upper asymp-
totic estimates of the computational and space complexity
of the i algorithm, respectively.

Lemma 3. Algorithm A-1 is correct and
T, =0(-m+m”).

Proof. The correctness of the algorithm follows from
Lemmas 1 and 2. First we get the base image of the ele-

ment g :=g,g,...g;, and then at each i €[l,m] stabilize

-1 -1
the point B; € B. As a result, we get B " =B,

Consequently, g=u,u,_,...u;.

To assess the computational complexity, we note that
the number of operations in a cycle of 2-3 is limited
o(l-m), 4-8 o(m?).
T, =0(-m+m*).

Decomposition (1) makes it possible to effectively
number all g e G, using the method of listing tuple ele-
ments in a mixed number system [16]. Suppose

¢ =(¢,,Cp_t»---»C;) 1s the basis of a mixed base notation

in which ¢;:=1 and ¢; = ¢, ;-|[U"™" | for i>2.

and cycle Therefore,

Suppose g =u,u, ;...
mapping

a; €[0,] U | —1] is a number of the element u; in U,

u;. We define a bijective

N, ...up <> (ay,,....q), where
We note that the vector (a,,...,a;) is a number
N(g)e[0,]G|-1] in the scale of notation with mixed

base (c,,,....c;) .
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Suppose k= N'(g) is the element number g .

Lemma 4. Computational complexity N (g)
N7(k) does not exceed O(m).

u

Proof. Suppose g =u,u,_;...u; and @, is number

m—1-

u, in UY Then k=N(g)=a,c,
In backward case g= N ~'(k)

factors u; are calculated as follows:
1.Forall i=1,2,....m
2.a;:=k mod| U |

3. k= Lk/w“) |J

.. +a.

=u,u

1 --- U , Where

4. u; =U"[a,].

Obviously, the number of operations in these proce-
dures does not exceed O(m).

Comment 1. For definiteness, we assume that all se-
quences U start with a unity element e. In this case
N(e)=0.

For numbering the elements of a group, we need to
know its base B and the complete family of representa-
tives of adjacent classes U. To calculate them, we will
use the well-known Schreyer — Sims algorithm proposed
by C. Sims in 1970 [17]. Currently, there is a variety
of its modifications [18]. The most efficient versions
of the algorithm have low computational complexity
and are implemented in computer algebra systems such
as GAP, Magma, and Mathematica, as well as in the
SymPy library for Python.

2. Cayley graph routing algorithms. To find the
shortest paths on Cayley's graph Cay(G,X) we need a

routing table P, , which is also called the parent tree

[19]. The following is an algorithm that, having received
at the input a generating set of a group X , its base B, the

transversal U and its inverse U, as well as a backing
array A, returns the specified table.
Hereinafter, we will be interested
| X |«| G| and n<| G|.
Algorithm A-2. P = BFS(X,U,U4, B)
Input: X, U, U,Aand B
Output: Routing table
Cay(G,X)
. PZ><\G| = [oo
k= N(e):=0
. P[1[k]=-1
P2)[k]=-1
- Q={k}
.Until Q= J
pop ¢ € O from the queue
For all xe X
s == Factor( N "' (q)x,U,U, 4, B)
k= N(s)

in the case

P on Cayley's graph

—_—

]

0 %N L kW

10.
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11.  If Pllj[k]=o0

12. add & to the queue Q

13. Pl1][k]=¢q

14. P2][k]=x

15. Return P

Theorem 1. Algorithm A-2 is correct and

T,=0(m*| X|-|G)).

Proof. This algorithm is a classical method in breadth-
first search on a graph [19]. In this case, the vertex with
the unit element number e (according to comment 1, we
have N (e):=0) will be the root of the parent tree P.
Suppose gx="h, where N(g)=k and N (h)=1, then
P[1[11:=k, P[2][l]=x. That means the vertex k is the
parent of the vertex / and x is edge tokens (k,/) .

We need to check altogether | X |-| G| of elements.
The verification time for each element according to
Lemmas 3 and 4 is limited O(m?®). Accordingly,
T, =00 X|-|G)).

The following algorithm using the routing table P cal-
culates the shortest route w:=xx,...x, between vertexes
a,be Cay(G,X), where x; € X . It's obvious that s <D,
where D is diameter of the graph.

Algorithm A-3. w = Route(a,b,U,UA, B, P)

Input: a, b, U, U,A, Band P

Output: w:=xx,...x, the shortest route from the
vertex a to the vertex b

1. w:=[] — empty word

2. g, =N"a)

3. g, =N"(b)

4.g:= Factor(gl’lg2 ,U,U,A,B)

5. k=N(g)

6.l =k

7. Until P[1][k]#= -1

8. k:=P[][/]

9. w:=P[2][l[]® W - string concatenation
10. 1=k

11. Return w
Theorem 2.  Algorithm  A-3 s

T, = O(m* + D) and My =O(m-n+|G|).
Proof. Cayley's shortest route from the vertex a to the
vertex b will be a minimal word w:=xx,...x, of the

correct,

element g =g, 'g,, where g, =N "'(a), g, = N"'(b)
and x; € X [4]. Suppose k is an element vertex number
g . Moving through the parent tree P from the vertex &
to its root, we will get the desired route.

Items 1-6 are limited in time O(mz), and cycle 7-10

is O(D) . As aresult, we get T; = O(m*> + D).

Space complexity of variables U , U , A4, and B is lim-
ited O(m-n), tables P — O(G]|). So,
M;=0(m-n+|GJ).

and

Comment 2. In many applied problems in the study of
Cayley's graph T = Cay(G,X) the order of the generat-
ing group G significantly exceeds its degree, i. e.
m<n<|G|. In this case M;=0(G|).

Example. Let us consider the group G =(X), gener-
ated by two cycles x=(1,5,4) and y =(3,4). Let us cal-
culate in GAP a base of G and a transversal:

B = (1’ 3’ 4)’

U =(e,(1,4)3,5),(1,5)(3,4),(1,3)(4,5)),
AV =(1,4,5,3),

U(z) = (e, (3, 49 5)3 (39 59 4))9 A(z) = (3’ 4’ 5)’

U =(e,(4,9), A% = (4,5).
Using Algorithm 2, we get the Cayley graph
I' = Cay(G, X) and its parent tree P (fig.1).
To illustrate Algorithm 3, we find the distance from
the vertex a:=15 to h:=22.
g =N"(@)=u2nu? s,

2, =N =UPMu?21uV2],

g = Factor(g;'g,) =U®[0jUP[21U"[0],
k=MN(g)=8.

Moving along the parent tree P from the vertex with
the number to its root, we get

y X x v x
8>20>17—>14—-6->0.
Consequently, w = xyxx) . On the graph I', the route
will have the following form:

X y X X y
15—-519—>1-54—->10>22.

3. Problem of a minimal word. A small modification
of algorithm A — 3 allows us to calculate the minimal
word w from an arbitrary string v:=xx,...x, in the al-

phabet of generators X.
Algorithm A—4. w = MinimalWord(v,U, UA, B, P)
Input: v, U, U,A, BuP
Output: W= XX, ...X — the minimal word
1. w=[] — the empty word
2. g:= Factor(v,U,U, A, B)
3. k=N(g)
4. 1=k
5. Until P[1][k]#-1
6. k=P1]/]
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7.  w:=P[2][[]®w — string concatenation

8. =k

9. Return w

Theorem 3. 7, =O(|v|) and M, =O(m-n+|G|).

Proof. According to Lemmas 3 and 4, the execution
time of items 14 is limited O(|v| m+m?). Paragraphs

5-9 of the algorithm represent an upward movement
in the parent tree P, therefore, the complexity of this sec-

tion does mnot exceed O(D). So we get,
T, =0(v] .m+m?>+D). If the word is long, then
T, =0(v].

Space complexity of variables U, U , A and B is lim-
ited O(m-n), and tables P - O(G|). So,

M,=0(m-n+|G|).
4. Comparative analysis of algorithms. The follow-

ing table provides estimates of the time and space com-
plexity of algorithms A — 0 and A — 4.

Algorithm T, M,
A0 o(vP) O(X[-1GI+[AD
A4

o(vD O(m-n+|G|)

The table shows that the algorithm A — 4 has lower
computational complexity in comparison with the algo-
rithm A — 0.

As for space complexity, according to comment 2, for
many interesting topologies M, ~ M, ~| G| will be con-
ducted.

Al
. ¥ AN
7 ~73) (1218
4 s \/‘ P kN

¥ N { ( 2
13 (17 ) 4 ) Pt

> ey V4
N 7 ‘*‘"'20""" ~(8) |

| (e —(0]] [ BF—
A Py N
Y/ A AT TN e 5

o (14 L1)

16\\ A N A
A ; " \\" N ¥
YN 6) 19 =15
| 0 A < 7 P

' \ A
Tom  ™z3)

A — 4 was implemented by the authors in C ++; in
turn, A — 0 was written in C and is a part of the freely
distributed KBMAG package. In order to ensure the pu-
rity of the experiment, these algorithms were broadcast by
the GCC compiler with the same parameters. At the initial
stage, two groups were tested.

a) symmetrical group Sy =(Y),
Y ={G,i+1) i€[1,8]}. Caley graph Cay(S,,Y)is also
called a bubble sort graph. It is well known that S, =n!,

n(n—1)
S

where

m=n-1 and Dy(S,) =

0) Matthew's sporadic simple group M,, =(X),
where X = {x,,x,,x,'} and

x; =(1,13)(2,8)(3,16)(4,12)(6,22)(7,17)(9,10)(11,14) ;

x, =(1,22,3,21)(2,18,4,13)(5,12)(6,11,7,15)
(8,14,20,10)(17,19) ’

Therein | M, |= 443520, m=5 and Dy (M,,)=34.

Fig. 2 shows graphs of time dependence 7,(/) execu-
tion of algorithm A — 4 for groups S, =(¥Y) and
M,, =(X) depending on the length of the incoming
word.

Fig. 3 shows graphs of the dependence of time T; (/)
and 7, (/) on the length of the input word for the specified

groups.
These graphs clearly show that algorithm A — 4 is
much faster than A — 0.

Fig. 1. The Cayley graph I" = Cay(G, X) and its parent tree.
The edges of the graph I" with the label x are represented as a straight line
and y as an arc

Puc. 1. I'pa Konu I' = Cay(G, X) u ero poautensckoe nepeso P.

Pe6pa rpada I' ¢ MeTKoit x mpeAcTaBiIeHbI B BU/E IPSIMO JIMHUH,
ay B popme ayru
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Fig. 3. Graphs of T; (/) (dotted line) and T, (/) for groups Sy =(Y) and M,, =(X)

Puc. 3. I'paduxu T;) (/) (mynxrup) u T,(/) marpymn Sy =(Y) 1 M,, =(X)

Conclusion. The algorithms presented in this paper
will serve as a starting point for creating new resource-
efficient routing algorithms. Two directions can be distin-
guished. Firstly, it is the creation of algorithms that take
into account the network topology. In this case, algo-
rithms will be designed for specific classes of Cayley
graphs. Secondly, it is the development of hybrid algo-
rithms that include both static and dynamic routing tables.
This will allow to calculate the optimal routes depending
on the current state of the network.
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PIECEWISE APPROXIMATION BASED ON NONPARAMETRIC MODELING ALGORITHMS
E. D. Mikhov

Siberian Federal University
79, Svobodnii Av., 660041, Krasnoyarsk, Russian Federation
E-mail: edmihov@mail.ru

In this research the issue of inertialess processes modeling is under study. The main modeling algorithm is the non-
parametric recovery algorithm of the regression function. The algorithm allows to build a process model under condi-
tions of low a priori information. This feature may be particularly important in modeling processes of large dimensions
prevailing in the space industry. One important feature of the algorithm for nonparametric estimation of the regression
function is that the accuracy of modeling using this algorithm highly depends on the quality of the observations sample.
Due to the fact that in processes with large dimensions of input and output variable vectors observation sampling
elements are in most cases unevenly distributed, the development of modifications to improve the quality of modeling
is relevant.

The modification of the nonparametric dual algorithm based on piecewise approximations has been developed.
According to the proposed modification, the process area is divided into sub-areas and a non-parametric estimate of
the regression function for each of these sub-areas is recovered. The proposed modification reduces the impact of some
observation sampling features, such as sparseness or voids in observation samples on the quality of the built model.

The computational experiments were carried out, during which a comparison was made between the classical algo-
rithm of non-parametric estimation of regression function and the developed modification. As the computational ex-
periments have shown, with uniform distribution of the sample elements of observations, the developed modification
does not lead to the improvement of the quality of modeling. With a substantial uneven distribution of the observations
sample elements, the developed modification resulted in a 2-fold improvement in the quality of the simulation. The re-
sults suggest that the proposed modification can be used to model complex technological processes, including those in
the space industry.

Keywords: identification, nonparametric estimation of the regression function, piecewise approximation.

KYCOYHAS AIIITPOKCUMAIIUSI, OCHOBAHHASA HA HETAPAMETPUHYECKHX
AJITOPUTMAX MOJEJIUMPOBAHUS

E. 1. MuxosB

Cubwupckuii penepanbHbIA YHUBEPCUTET
Poccuiickas ®eneparmst, 660041, r. KpacHospck, npocn. CBoOoaHbIH, 79
E-mail: edmihov@mail.ru

Paccmampusaemcs sonpoc mooenuposanus 6e3blHEPYUOHHBIX NPOYecco8. B kauecmee ocnosnozo anrzopumma mo-
0eNUPOBAHUSL UCTIOTLIYEMCSL AICOPUMM HERAPAMEMPULECKO20 80CCMAHOGIeHUsl QYHKYuu peepeccuu. Paccmampusae-
MBI an2OpUMM NO380Jiem HOCMPOUNb MOOENb MEXHOL02ULECKO20 NPOYECccad 8 YCI0BUAX MANOl anpuopHoll uH@opma-
yuu. dmo mooicem Obimb 6ANCHO NPU MOOEAUPOBAHUU NPOYECCO8 DOILULUX PAZMEPHOCTE, NPEGATUPYIOUUX 8 KOCMU-
yeckoti ompacau. OOHOU U3 6ANCHBIX OCOOEHHOCMEN ANCOPUMMA HENapaMempuieckoll OYeHKU (QYHKYuu pezpeccuu
ABNAEMCA MO, YMO MOYHOCb MOOEAUPOBAHUS C UCNONB30BAHUEM MO0 ANROPUMMA CUNLHO 3ABUCUN OM KAYeCmed
6blOOPKU HAOTIOOeHUll. B ces13u ¢ mem, umo 6 npoyeccax ¢ OONbUOU PA3MEPHOCHIBIO GEKMOPO8 BXOOHBIX U 8bIXOOHbIX
NEPEMEHHBIX dNeMeHmbl 8blOOPKU HAOMOOeHUl 8 OONBUUHCMEE CIYYaed PACpedeseHbl HEPAGHOMEPHO, pas3pabomKa
MOOUPUKAYULL, NO3COTIOUUX YIIYHULUIND KAYECTNBO MOOCTUPOBANUS, SGISLEMCSL AKNYAIbHO.

Paspabomana mooupuxayus arzopumma Henapamempuyecko2o OVaibHO20 HA OCHOBAHUU KYCOYHO-3A0AHHBIX aNNpPOK-
cumayuil. Co2nacHo npeonodiceHHol Moougukayuy, odracms Cywecmeo8anus npoyecca pasoeisiemcs: Ha nooooiacmu
U MPOU3BOOUMCSI BOCCMAHOGIEHUE HENAPAMEMPULECKOU OYEHKU DYHKYUU pecpeccu Osi KANCOOU U3 dmux nooooia-
cmeti. Tlpeonooicennas moougpuxayus no3eoasem yMeHbWUms GIuUsHUe HEKOMOopblX ocobenHocmeti 6b100pKu Hab.I00e-
HUSL, MAKUX KaK paspesicéHHOCmuU Uiy nycmomsl 8 8blOOPKAX HAOIIOOEHULl, HA KAYecmeo NOCMPOEHHOU MOOEU.
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B xo00e sviuucnumenvHvlx dKCHEPUMEHINO8 NPOBOOUNOCL CPABHEHUE MeNHCOY KIACCUYECKUM ANeOpUMMOM Henapa-
Mempudeckoli oyenku QyHKyuu pespeccuu u paspabomannoi moouguxayueil. Kax nokazanu sblvuciumenvusle IKcne-
puMeHmbl, NpU PABHOMEPHOM pACHpedeNeHUuU 31eMeHmOo8 6blOOPKU HADII00eHUll paspabomanHas MoOu@uUKayusl
He npugooum K YIyYuleHuio Kauyecmea moodeauposanus. Ilpu cyuwjecmeenHou HepagHOMEpHOCU PAChpeoeieHus ie-
MEeHMOo8 8blOOPKU HAONI00eHUll, pa3spabdOmMaHHas MOOUDUKAYUS NPUEOOUNA K YIVHUEHUIO Kauecmed MOOeiuposanus
6 06a pasa. [lonyuennvie pe3yrbmamul NO380AAIOM YIMEEPHCOAMb, YNMO NPEOOHCEHHA MOOUPUKAYUA Modxcem Obimb
UCNOTL308AHA OIA MOOEAUPOBAHUS CTIONCHBIX MEXHOIOSUYECKUX NPOYECCO8, 8 MOM YUCTe U OISl NPOYECCO8, UMEIOUUX

Mecmo 8 KOCMUYECKOl ompaciuiu.

Kniouegvie cnosa: uoenmughuxayus, nenapamempuyeckas oyeHka QyHKYuu peepeccuu, KyCouHasi annpoKcumMayusl.

Introduction. The article studies the problem of iner-
tialess technological processes identification.

The scheme of the simulated process is shown in the
fig. 1 [1].

The following notations are used in fig. 1: #(¢) — in-

put variables vector; X(f) — output variables vector;

E(t) — interference effect; O — process.

The main modeling algorithm is the nonparametric
regression function recovery algorithm [2-5], and
piecewise-defined approximations [6—8].

When getting a sample of observations, not only the
sample of observations size is important, but also its
quality. The quality of a sample of observations is the
accuracy of parameters readout, the presence of outliers
in it, the uniformity of the distribution of the sample of
observations, etc.

Special attention is paid to the problem of modeling
the process with an uneven distribution of the sample of
observations [9—11].

In some tasks, a sample of observations can be
distributed over an area where the process Q(i,x) occurs
with sparseness, voids, or concentration of the sample of

observations elements. As an example, fig. 2 shows an
unevenly distributed sample of observations.

In fig. 2, the area / contains the so-called sparseness
in the observation samples, number 2 denotes voids in
space Q(if,x) , and number 3 denotes the elements of the

observation sample.

E(®)

O

Fig. 1. The simulated process

(1)

—_—"

x(1)

———

Puc. 1. Mopenupyemslii nporecc

For nonparametric estimation of the regression
function, the quality of the sample of observations is of
particular importance. With an uneven distribution of the
observations sample there arises the difficulty in setting
up the blur parameters ¢ vector, as some areas are sparse
and it is assumed that in such cases ¢, should be large, and
in some areas there is concentration and it is assumed
that for these cases ¢, should get a small value. Undoubt-
edly, all this also affects the quality of the resulting
model.

Fig. 2. Uneven sample of observations

Puc. 2. HepaBHOMepHO pacnpesaeneHHas
BBIOOpKa HaOMIOAeHUI
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Fig. 3. Determination of blur parameter

Puc. 3. Onpenenenue napameTpa pa3MbITOCTH

The process of building a mathematical model of the
technological process shown in fig. 1 can be divided into
several consecutive stages:

1) getting a priori information about the process;

2) getting a sample of observations;

3) choosing a metod of building a mathematical
model;

4) building a mathematical model.

The article focuses on the stage of choosing a method
for constructing a mathematical model.

Nonparametric recovery of the regression function.
“Parametric approach” implies that the structure of the
process or object under study is known, but the parame-
ters of this structure are not known.

The type of algorithm used depends on the level of a
priori information. If a priori information is sufficient to
select the object structure, then parametric algorithms can
be used.

Nonparametric identification is generally implemented
using a nonparametric estimation of the regression func-

tion.
o)

=l j=1
( Usj ~Uji j
CS

x () = ——
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In (1) the following notations are used: ®(*) — is a
bell-shaped smoothing function; ¢; — is the blur parame-
ter.

The quality of the built model directly depends on the
chosen blur parameter ¢;". This coefficient determines the
degree of participation of the sample elements in the cal-
culation of x_ at the u, point.

Q)

As shown in fig. 3, only those variables that have [u —
u,| < ¢, participate in building the model at the u, point,
and the closer |u — u,| is to zero, the more influence this
point has on the results of calculations.

In nonparametric estimation of the regression func-
tion, the quality of the sample of observations is of par-
ticular importance. Of course, for any model, the quality
of the sample of observations also affects the accuracy of
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the constructed model, but in the case of nonparametric
estimation of the regression function, this is of particular
importance.

Piecewise-defined approximation One of the options
for building a mathematical model of the process the
ideas of which will be further used is a piecewise-defined
approximation.

The idea of a piecewise-defined approximation is to

divide the Omega area into some sub-areas Q,(ii),i = I,_m
(fig. 4), and to build for each area (i) its own

mathematical model of the process.

One of the most well-known piecewise-defined
approximations are spline functions. The advantage of
this approach is that unevenness of the sample of
observations does not have a big impact on the quality of
the model. The weak side of spline functions is that it is
quite difficult to select a function and set parameters for
each area Q; (i) for the tasks of large dimensions.

The developed modification of the nonparametric
estimation of the regression function. The complexity
of nonparametric estimation of the regression function, in
contrast to spline functions, increases much more slowly.
In this regard, it seems logical to combine the idea of a
piecewise-defined approximation and a nonparametric
estimation of the regression function.

The following modification of the nonparametric
estimation of the regression function has been developed:

The stage of building the model:

1) omega area is divided into sub-areas €3; (i) ;

2) for each area ), (i), the regression function is re-
covered using a nonparametric estimation of the regres-
sion function;

3) the blur vector is being set for each area €, (i) [12].

The stage of making a forecast at point # :

1) the area Q, (i) to which the point # belongs is

defined;
2) the regression function is recovered using the set
vector of blur parameters for the area Q, (i) .

Sub-areas €, () can be split by various methods. It is
possible to apply the algorithms for splitting samples into
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classes, or choose the classic way for splines and split the
entire area of input variables definition into equal parts
and set the vector of blur parameters for each of them.

Computational experiments. The numerical
experiments were performed comparing the classical
nonparametric estimation of the regression function with
the proposed modification. Numerical experiments were
performed for several cases that differ in the uneven
distribution of the components of the observation
samples.

First of all, an experiment was conducted to model an
object described by the following equation:

f(ﬁ) = f(ulau27u3su4:u57u6) =
=6sin(u; ) + 2u, +uy / 6+ 4cos(uy ) +us — 8ug.

)

It should be noted that the algorithm for the regression
function recovery does not identify the type of equation.
The equation is only used for generating a sample of
observations.

The following initial data were taken for the
experiment: the size of the sample of observations
s = 4000; the amount of interference affecting the object

E=4%; ie(0;3); the elements of the sample of
observations are distributed evenly.

The model will be constructed using an algorithm for
nonparametric estimation of the regression function and
using the proposed modification of the algorithm.

The simulation results are shown in tab. 1

According to the results of the experiment, the average
forecast error in the modified algorithm slightly
decreased, as well as the time for setting the blur
parameters and the speed of making the forecast
increased.

This experiment showed that if the sample of
observations is uniformly distributed, it is not necessary
to divide the elements of the sample of observations into
classes. Here we would like to note that the considered
case is quite rare in practice. The sample almost always
has concentration or sparseness.

In the next numerical experiment, the sample of
observations will have sparseness and concentration of
the elements of the sample of observations.

The results of object modeling under these conditions
are summarized in tab. 2.

QG i=1m

)

~.

P

Ha=

Fig. 4. Split of Q,(u) into sub-areas Q, (if)

Puc. 4. Pazbuenne Q, (i) Ha nogpobnactu Q,

()

Table 1

The results of the regression function recovery

Nonparametric algorithm
for the regression function recovery

Modified nonparametric algorithm
for the regression function recovery

Average forecast error, % 3 4
Blur paramerers setting time, ms 30 70
Forecasting speed, ms 45 69

Table 2

The results of the regression function recovery

Nonparametric algorithm
for the regression function recovery

Modified nonparametric algorithm
for the regression function recovery

Average forecast error, % 14 7
Blur paramerers setting time, ms 35 70
Forecasting speed, ms 52 84
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Table 3

The results of the regression function recovery

Nonparametric algorithm
for the regression function recovery

Modified nonparametric algorithm
for the regression function recovery

Average forecast error, % 23 8
Blur paramerers setting time, ms 36 69
Forecasting speed, ms 49 78

According to the experiment, the difference between
the average simulation error of the classical algorithm for
nonparametric estimation of the regression function and
the proposed modification is higher than in the
experiment shown in tab. 1. Based on this, we can
conclude that when heterogeneity appears in the sample
of observations, the proposed modification allows us to
estimate the regression function more accurately.

To confirm this assumption, another experiment was
conducted, which introduced an even greater
heterogeneity in the observation sample than in the
experiment shown in tab. 2.

The results of this experiment are summarized in tab. 3.

As can be concluded from tab. 3, when the uneven
distribution of the sample of observations elements
increases, the accuracy of the proposed modification
becomes higher than the accuracy of the classical
algorithm.

It is important to note that unevenness in the sample of
observations is ubiquitous when modeling objects with
large input-output dimensions.

Conclusion. The modification of the algorithm for
nonparametric recovery of the regression function has
been developed. The modification consists in using the
idea of piecewise-defined approximations and splitting
the modeling area into sub-areas, for each of them the
regression function is separately recovered .

During the computational experiments, it was
demonstrated that the proposed modification significantly
improves the quality of modeling the process when the
elements of the sample of observations are distributed
unevenly, there are sparseness and voids in the sample of
observations. It is important to note that there are other
methods for dealing with an unevenly distributed sample
of observations [13-15].
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ELASTIC-PLASTIC PROBLEM IN THE CASE OF INHOMOGENEOUS PLASTICITY
UNDER COMPLEX SHEAR CONDITIONS
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In this research, the authors solved a two-dimensional elastic-plastic problem of the stress state under complex
shear conditions in the body weakened by a hole that is bounded by a piecewise smooth contour. The stress state of a
complex shear occurs in a cylindrical body of infinite length under the action of loads directed along the cylinder gen-
erators and constant along the generators. At the same time, with a sufficiently large load, both elastic and plastic
zones appear in the body. As in any problem of this kind, it is necessary to find a previously unknown boundary separat-
ing the elastic and plastic zones. Finding such a boundary is not an easy task, but the specificity of elastic-plastic prob-
lems of complex shear is that solving such problems is easier than solving similar elastic problems. Apparently, for the
first time this fact was noted by G. P. Cherepanov.

A lot of research is devoted to elastic-plastic problems of complex shear in the case of homogeneous and isotropic
plasticity. All articles that solve complex shear problems essentially use the representation of stresses and displace-
ments in the elastic zone in a complex form. In this research, the problems of complex shear are solved using conserva-
tion laws. It is assumed that the yield strength is a function of the coordinates of the point where the stress state is being
studied. It is known that the elastic properties of structural materials can be homogeneous and isotropic, while their
yield point and strength are inhomogeneous. This situation is observed, for example, in the case of neutron bombard-
ment of structural materials. This research will examine exactly this situation. The article presents conservation laws
for equations describing a complex shear. It was assumed that the components of the conserved current depend on the
components of the stress tensor and coordinates. The components of the stress tensor are included in them linearly. The
problem of finding the components of the conserved current was reduced to the Cauchy-Riemann system. The solution
of this system allowed us to reduce the calculations of the stress tensor components to a curvilinear integral along the
contour of the hole and thus find the boundary between the elastic and plastic areas.

Keyword: elastic-plastic problem, inhomogeneous plasticity, complex shear, conservation laws.
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B pabome pewena nnockas ynpy2oniacmuieckas 3a0a4a 0 HANPSNCEHHOM COCMOSIHUU 8 YCI0BUSX CILONCHO20 COBU-
2a 6 mene, OCLAOAEHHOM OMEEPCMUEM, KOMOPOe OZPAHUYEHO KYCOUHO 21a0Kum Konmypom. Hanpsiicennoe cocmosinue
COHCHO20 COB8U2A BO3HUKAEM 8 YUTUHOPUUECKOM mee 6eCKOHeUHol ONUHbL NOO OelicneueM HA2PY30K, HanpasieHHblX
1o 00pa3yIoWUM YUIUHOPA U NOCTNOSHHBIM 80016 00pasyiowux. Ilpu smom npu docmamouno 6o1bwIoU HaspysKe 8 me-
Jle BO3HUKAIOM KAK ynpyeue, maxk u niacmudeckue 30uul. Kak u 6 110001 3a0aue no0obHo20 poda, 803HUKaem Heo0xo-
OUMOCMb 8 HAXONCOCHUU 3apaHee HeU38eCMHOU PAHUYbL, PA30esiiouell ynpyaylo u niacmu4eckylo 30usl. Omvickanue
Maxol 2panuybl HeNnPoOCmMas 3a0aud, HO CReYUMUKA YNPY2oNIaAcmMuU4eckux 3a0ai 0 CIONCHOM CO8U2e COCMOUm 6 mom,
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ymo peuienue NOOOOHLIX 3a0ay Npowe, Yem peuleHue aHaloudnbix ynpyeux zaoad. Ilo-eudumomy, enepgvie smom
gaxm ommemun I'. I1. Yepenanos.

Ynpyzonnacmuueckum 3adauam o crodxcrnom coguce 6 ciyuae 0OHOPOOHOU U U3OMPONHOU NAACIUYHOCIU NOCBAUYe-
Ha obwupHas tumepamypa. Bo écex cmamousx, 8 KOMOPbIX peuwaomes 3a0a4u 0 CIONCHOM CO8U2e, CYUWeCMBEHHO UC-
NONbL3YIOM Npedcmaesienue HanpANCeHUll U CMewerull 8 Yynpyol 30He 8 KOMNIeKCHOM 8ude. B npednazaemoti pabome
peuenpl 3a0a4il 0 CIONACHOM CO8U2E C NOMOUbIO 3aKOHO8 coxpanenus. [Ipu smom npednonazaemcs, ¥mo npeoei mexy-
yecmu A615eMcst PyHKYuell om KOOpOUHAm MOYKU, 8 KOMOPOU UCCIeOYemcsi HanpsdceHnoe cocmosinue. Hzgecmuo,
umo ynpyaue ce0tCmea KOHCMPYKYUOHHBIX MAMEPUANIO8 MO2Ym Obinb 0OHOPOOHBIMU U USOMPONHBIMU, A NPU IMOM UX
npeden mexkyyecmu u NPOYHOCU — HEOOHOPOOHbIM. Takas cumyayus HaOI0O0aemcs, Hanpumep, HPU HelmpoHHOU
bombapouposke KOHCMPYKYUOHHBIX Mmamepuanos. B oannou cmamve Oyoem u3yueHa UMEHHO MAKAS CUMYAYUS.
B cmamuve npugedenvl 3axonvl coxpanenusi 0iisk ypagHenull, OnUCLBAIoOwux CrodicHwill cogue. Ilpu smom npeononaea-
JI0Cb, YMO KOMNOHEHMbI COXPAHAIOWE20CS MOKA 3a6UCSIN OM KOMHOHEHM MEH30pa Hanpsicenull u koopounam. Kom-
NOHEHMbl MEH30PA HANPANCEHUT 6X00SM 8 HUX JUHelHo. 3a0ayua 0 HaxodcOeHUuuw KOMHOHEHM COXPAHAIOUe20Cs MoKa
csenace Kk cucmeme Kowu—Pumana. Pewenue smotl cucmemvl no3604UL0 CEECMU GbIYUCICHUS KOMNOHEHM MeH30pa
HANPANCEHUU K KPUBOIUHETHOMY UHIMEeZPATy NO KOHMYPY OMEEPCmusl U mem camblM Halmu SpaHuyy mexncoy ynpyeou u
naACmuYecKol 0o1acmamu.

Knrouesvie crosa: ynpyeonjiacmudeckas 3610(1'—!61, HeOdHOpOdHaﬂ naacmu4YHoCcms, CNOJICHBIU C@GI/IZ, 30KOHbl COXPAHEHUAL.

Introduction. The stress state of a complex shear oc-
curs in a cylindrical body of infinite length under the ac-
tion of loads directed along the generators of the cylinder
and constant along the generators [1]. At the same time,
with a sufficiently large load, both elastic and plastic
zones appear in the body. As in any problem of this kind,
it is necessary to find a previously unknown boundary
separating the elastic and plastic zones. Finding such a
boundary is not an easy task, but the specificity of elastic-
plastic problems about complex shear is that the solution
of such problems is easier than the solution of similar
elastic problems. Apparently, this fact was first noted
by G. P. Cherepanov [1].

A lot of research is devoted to the elastic-plastic prob-
lems of complex shear in the case of homogeneous and
isotropic plasticity, and its review can be seen, for exam-
ple, in [1]. In all articles that solve complex shear prob-
lems, the representation of stresses and displacements in
the elastic zone in a complex form is significantly used. In
this research, we solve the problem of complex shear us-
ing conservation laws. For the first time, plasticity prob-
lems were solved using conservation laws in [2-6]. In
articles [3; 7-12], the method of conservation laws was
successfully applied to finding elastic-plastic rods and
beams. In this article, this technique is used for the first
time to solve elastic-plastic problems. And it is assumed
that in the plastic area, the yield strength is a function of
the coordinates of the point at which the stress state is
studied. It is known that the elastic properties of structural
materials can be homogeneous and isotropic, and their
yield strength and strength — inhomogeneous. This situa-
tion is observed, for example, in the case of neutron bom-
bardment of structural materials [13]. This article will
study exactly this situation.

1. Basic ratios. The shear and stress fields in this case
are as follows [1]

u=v=0, w=w(x,y),
Gx:Gy:Gz:Txy:()’ (1)
1 .2
T.=1 (x,y),ryz =1 (x,y).
Here u, v, w — shear vector components, G0,

c,,T,,,T

S T,, — stress tensor components, x, y, z — car-

xz° Vyz
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tesian coordinates, the z axis is directed parallel to the
generator

1 2
9T L 9% ), ( equilibrium equation): )
ox 0oy
= Ga—w, = G@, ( Hooke's law). (3)
Ox Oy

Here G — a constant called the shear modulus.
From (2), (3) follow the ratios in the elastic zone

2 2

Z—Z”—Zy—?ﬂ; @)
X

o _o .
dy  ox

From (2) and (5) it follows that 72
Cauchy-Riemann equations

satisfy the

1 2 1 2
F=000 0 =TTy (6
ox Oy oy Oy
In the plastic area, there is a ratio (2), and also
(") +(t%)* = k? (the yield condition); (7)
20w ow (Genki equation). (8)
Ox oy

Here k(x, y) — some smooth function equal to the
yield strength at pure shear [13].

At the boundary of elastic and plastic areas, stresses
and shears are assumed to be continuous.

2. Conservation laws. The conservation law for the
system of equations (6) is the following ratio

GA(x,y,rl,tz) GB(x,y,‘cl,rz)
ox " Oy

=0'F+0’F, (9)

where ® =o' (x,y,7',7°) — some functions that are si-

multaneously not not equal to zero.

Comment. A more general definition of conservation
laws and their use in the mechanics of a deformable solid
can be found, for example, in [4; 6; 14]. In [15], you can
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read about the application of the group analysis technique
for constructing solutions for the equations of inhomoge-
neous elasticity theory.

For the purposes set out in the article, a simplified
formulation in the form of (9) is quite appropriate.

In the case of (9), the values 4 and B are called the
components of the conserved current.

Let us assume that components 4 And B have the fol-
lowing form

A=a't' +p'? +y B=o’t' +pP7 97, (10)
where o' =o' (x, ), B =p'(x, ), v =y (x,») — some
smooth functions to be defined. Substituting (10) in (9),
as a result we get
o T +olt +B T +BlT +yy FarT +alt + B +
+ B%i +yi = (rL +ri)+w2 (rlv —Ti)=0, (11)

where the index at the bottom means the derivative of the
corresponding variable.
From (11) we get

o' =0 B =—o?, ol =, BF =o',
1, 2 1,32 1,2 (12)
a, +oy, =0,B,+p;, =0, v, +v;, =0.
From (12), excluding o' we get
o, By, =0.B, +al =0y, +77=0.  (13)

Due to the ratios (12), the components of the con-

served current have the form
A=a't +p'?? +9', B=—p't' +a'? +y%.

(14)

Since the right part (9) is zero, by Green formula we
obtain

IIS(AX +B, )dxdy = Ias Ady — Bdx =
15
N as(altl +p'v ﬂ’l)dy_(_ﬁltl +a't? +Y2)dx =0. (9

—_

Where S — area, 0S — its piecewise smooth border. All
functions included in (15) are assumed to be smooth.

Elastic plastic problem for an arbitrary hole in the
case when the plastic area covers the entire hole. Let
C — a piecewise smooth contour with a load applied to it

(16)

where (I',/*) — the components of the normal vector to

1,22
't +0°1" =1,

tn|Sk,

contour C. The contour of the plastic area L completely
covers the hole C (see fig. 1).

In this case, in addition to condition (16), the yield
condition (7) on the contour C is also satisfied. Thus,
there are two conditions on C:

M'M'+P7 =1, () +() =k (17)

From conditions (17), we find the stress tensor com-
ponents on the conour C:

=1, Pk -1,
e N A= LN S

Further, for certainty in formulas (18), we will choose
the upper sign.
4. The use of conservation laws to find the stress

tensor component in the area. Let the point M (x,,,,,)

(18)

lie outside of contour C. Let us build a radius € circle
centered at point M. We have
€: (x—xm)2 +(y—ym)2 =¢?. Let D be a straight line
connecting point M with contour C. We get a closed con-
tour consisting of a circle €, a straight line D, and contour
C (fig. 2).
From (15) we get
@C Ady — Bdx + I Ady — Bdx +
>

(19)
+ j Ady—de+jAdy—de =0.
D 3

Fig. 1. Elastic-plastic problem for an arbitrary hole in the case when
the plastic area covers the entire hole

Puc. 1. Yrpyro nnactudeckas 3agada A7l IPOU3BOJIBHOTO OTBEPCTHS B CIIyYae,
KOT/Ia MIacTUUeCKast 001acTh OXBATBIBAET BCE OTBEPCTUE
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/

Fig. 2. Closed contour consisting of a circle €, straight line D, and contour C

Puc. 2. 3aMKHYTbII KOHTYp, COCTOALLMI U3 OKPY>KHOCTU € , IpssMoii D u konTypa C

The sum of the second and third terms in (19) is zero,
since the integrals are calculated in different directions.
Finally from (19) we have

j Ady — Bdx = ‘SB Ady — Bdx. (20)
C 3

We transform the right side of equation (20) by intro-
ducing parameterization x=gcoscost, y = esint,

0<t<2m Asaresult, we have

(j) Ady — Bdx = ej;n(Acost + Bsint) dt. 21
Let in (15)
1 X 1 Yy
o =07, p == (22)
24yt P
Then from (21) we get
2n
_[‘ Ady—Bydx = SJO (Acost + Bysint) dt =
’ (23)

2
- J.o "1'dt =2nt' (X5 Vi )-

The last equality in (23) is obtained using the theorem
on the mean at ¢ tending to zero.

Let in (15)
1 Y 1 X
o = , B = . (24)
[ B [
Then from (21) we get
2n
CJS A,dy—B,dx = SJ. (Aycost + B,sint) dt =
€ 0 (25)

2
= .[0 "dt = 2n7? (X5 V)

The last equality in (25) is obtained using the theorem
on the mean at ¢ tending to zero.

The last equality in (25) is obtained using the theorem
on the mean at ¢ tending to zero.

From the formula (20), as well as from (23) and (25),
we get

Cj)c Ady — Bidx = -2nt' (xm,ym ),

5 (26)
(ﬁc Aydy — Bydx = -27t° (x,,, ,, )-

Formulas (26) make it possible to find the components
of the stress tensor at any point outside the contour C.
This allows to set the boundary between the elastic and
plastic areass. If the condition of plasticity

(t')? +(1*)’ =k’ is satisfied at a point x,,,y, , then this
point belongs to the plastic area, when the condition
(rl)2 + (rz > < k? is satisfied , to the elastic.

Comment. The above formulas allow us to solve elas-
tic-plastic problems, even if the plastic contour does not

completely cover the contour C, provided that the plastic-
ity condition is satisfied on the contour C (7).
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GRADIENT BOOSTING METHOD APPLICATION TO SUPPORT PROCESS DECISIONS
IN THE ELECTRON-BEAM WELDING PROCESS

V. S. Tynchenko, I. A. Golovenok, V. E. Petrenko, A. V. Milov, A. V. Murygin

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
E-mail: vadimond@mail.ru

The purpose of the study is to develop a technological process mathematical model of creating permanent joints of
dissimilar materials based on electron-beam welding using machine learning algorithms. Each of the connected ele-
ments is a responsible unit of the complex device, due to this fact, strict criteria are set for the quality of the welded
Jjoint. In essence, the set task is a regression task. There are many algorithms suitable for solving the regression prob-
lem. However, often the use of one algorithm does not provide sufficient accuracy of the result. One way to solve this
problem is to develop a composition of algorithms to compensate for the problems of each of them. One of the most
effective and potent compositional algorithms is the gradient boosting algorithm. This algorithm use will improve the
quality of the regression model. The proposed model will allow the technologist to set the process parameters and to get
an assessment of the final product quality, as well as by setting input and output values. The use of assessment methods
and forecasting will reduce the time and labor costs of searching, developing and adjusting the process. A description
of the gradient boosting algorithm is given, as well as an analysis of the applicability of this algorithm to the model and
a conclusion regarding the areas of its applicability and the reliability of the forecasts obtained by its direct use. In
addition, we consider the process of direct model training based on the data obtained as part of search experiments to
improve the quality of final product. The results of the applicability analysis allow us to judge the admissibility of using
the proposed method for processes that have similar statistical dependencies. The application of the proposed approach
will make it possible to support the adoption of technological decisions by specialists in electron-beam welding during
the development of the technological process and when new types of products are put into production.

Keywords: electron-beam welding, technological process, experiments, gradient boosting, machine learning.

INPUMEHEHUE METOJA 'PAJUEHTHOI'O BYCTHHI'A UISI HOAAEPKKHW IPUHATHS
TEXHOJIOT'MYECKHUX PEHIEHWH B ITPOLECCE 3JIEKTPOHHO-JIYYEBOU CBAPKH

B. C. Temuenxo, U. A. T'onoseHok, B. E. Ilerperko, A. B. Munos, A. B. Mypsirux

Cubupckuii rocy1apCTBEHHBIN YHHBEPCUTET HAYKH U TEXHOJIOTHI MMeHH akanemuka M. @. Pemernena
Poccutickas ®enepanus, 660037, r. KpacHosipek, mpoct. uM. ra3. «KpacHosipckuii pabounii», 3 1
E-mail: vadimond@mail.ru

Lenvio uccneoosanus sensemcs co30aHue Mamemamudeckol Mooeiu mexHOI0SUeCK020 npoyecca u3eomogieHus
HEPAa3beMHbIX COCOUHEHULl PAZHOPOOHBIX MAMEPUANLO8 HA OCHOBE JJIeKMPOHHO-YHeB0U CEAPKU C UCTIONb30BAHUEM aJl-
20pUMMO8 MAWUHHO20 00yYenus. Kacovlil u3 coeOuHAeMbIX 21eMeHmo8 npedcmaegisien cobotl OmeemcmseeHHblll y3e
KOMNJIEKCHO20 YCMPOUCMEA, 8 CE:A3U C 4eM BbICINAGISIOMCA JHCeCMKUEe KPUMepuu K Kauyecmeay C8apHo20 cOeOUHeHUs.
B cywynocmu, nocmaenennaa 3aoaua npedcmaensiem cobou 3aoavy pecpeccuu. Cyujecmeyem MHONCECMBO AN20PUM-
MO8, NOOX00sUX 051 pewienusi 3a0aqu peepeccuu. QOOHAKO 3a4ACMYI0 UCNOAb308AHUE 00OHO20 ANOpUmMa He obecne-
yusaem OO0CMAamoYHOU MOYHOCMU NOJYYeHHO20 pe3yavbmama. OOHuM u3 cnocobos peuieHus maxol npoonemvl 6IAemcs
nocmpoesue KOMRO3UYUU al20pUmmo8 0 KoMneHcayuu npobnem kaxcooeo uz Hux. OOHum u3 naubonee 3¢ghpexmus-
HbIX U MOUWHBIX ANI2OPUMMO8 KOMNO3UYUU SIslemcst epaduenmublit. Oycmune. Hcnonvsosanue 0annozo aneopumma
nosvlcum Kavecmeo mooenu peepeccuu. Ilpeonazaemas Mooenb nO360IUM MEXHONOZY 3A0A6AMb NAPAMEMPbL MEXHOIO-
2UYECK020 npoyecca u NOY4Amsb OYeHKY Kauecmed KOHEYHO20 U30eiusl PAGHO KaK O 3a0AHUI0 6XOOHBIX, MAK U 6b1X00-
HbIX 6enuyuH. Hcnonv3osanue memooos OYeHKu U NpOSHOZUPOBAHUE CHUUM BPEeMEHHble U Mmpyoosvle 3ampambl
Ha NOUCK, ompabomKy u Halao0Ky mexHonro2uueckozo npoyecca. Ilpusooumces onucanue aneopumma 2paoueHmHozo
bycmumea, a makdice aHanu3 NPUMEHUMOCMU OAHHO20 AN2OPUMMA K MOOEIU, PAGHO KAK U 3aKIIOYeHUe KACAMENbHO

206



HquopMamuKa, eblduciumenlbHas mexunuKka u ynpaejienue

obnacmeii e2o npumeHumocmu u docmoeepHocmu NPOCHO3086, NOJIy4demuvlx npu eco UCnojlb306adHuUlU. Kpozwe moceo, pac-
cmampueaemcs npoyecc Henocpe()cmeeHHoza O6y‘l€Huﬂ Mooenu Ha OCHOBe ()aHHblx, NOJIY4EeHHbIX 6 PpAMKAX npoeedeﬁuﬂ
HOUCKOBbIX DKCNEPUMEHMOE ons YIAYHUUeHusr ka4ecmeda KOHe4Ho2co uz0enusl. Pe3yﬂbmambl aHaiusza npumeHumocmu no-
360JIA110m cydumb o donycmwwocmu UCNOJIb306AHUA npedﬂoz)fceHﬂoeo Memooda 0ns npoyeccos, umerwux cxoacue cma-
mucmu4eckue 3a6UucCumocniu. HpuMeHeHue npedﬂoofceHHoeo nooxo00a no3eoaum ocywecmeums nO()()ep.?ICKy NpUuHAmMuUs
MmexHoJlocu4ecKux pemeHuﬁ cneyuaaucmoes no 9ﬂeKmp0HHO—ﬂyll€6012 ceapke npu 0mpa60m7<e mexHojocu4ecKkozo npo-

yecca u npu 8600e 8 NPOU3800CMBO HOBLIX BUOO8 NPOOYKYUU.

Kniouesvie cnosa: IJIEKMPOHHO-TIy4esds ceapka, MexXHON02UYeCKULL npoyecc, 3Kkcnepumenmasl, 2pa()ueHmelL7 6yc-

muHe, MauluHHoe 06yll€Hu€.

Introduction. For a number of technological proc-
esses the issue of selecting or conscious choosing optimal
parameters that depend on the quality criteria applied to
the final product is acute [1-5]. Moreover, this statement
is also true for ways to search for improvement or trans-
formation of an already established technological process.
For example, when you need to improve one of the pa-
rameters that determine the quality of the final product,
without changing the others, or without allowing them to
deviate by a certain amount. However, some processes,
such as electron-beam welding [6; 7] are relatively diffi-
cult to adjust or change, due to either insufficient knowl-
edge or integrated complexity, when it is impossible to
take into account all factors in a way that would allow us
to uniquely determine the potential changes and the im-
pact of parameters on the process as a whole. This leads
to the need to search for methods to simplify the process
of setting up and converting technological processes.

Considering the technological process as a closed sys-
tem with different input and output parameters, you can
build an appropriate model and then use it as a tool for
forecasting and optimization. The purpose of this research
was to study one of the machine learning algorithms as a
subject for creating a complex mathematical model that
would allow forming a conscious view of the choice of
process parameters in both local and global search for the
optimum determined by the technologist. This approach
will significantly reduce the time to set up the technologi-
cal process, as well as the cost of research, which will
ultimately have a positive impact on the cost and quality
of products.

In essence, the task is a regression task. One of the
most effective and potent composition algorithms is the
gradient boosting algorithm [8—13]. The use of the pro-
posed mathematical model will improve the quality of
control of the electron-beam welding process by imple-
menting support for technological decision-making using
the gradient boosting algorithm. In the future, this ap-
proach can be used for technological processes that have
similar statistical dependencies.

Description of the training data set. As the initial
data, the results of experimental studies conducted to im-
prove the technological process of electron-beam welding
of a product, the assembly of which consists of elements
consisting of dissimilar material, were used. The electron
beam welding unit where the research was conducted is
designed for electron-beam welding in high vacuum of
assembly units parts made of stainless steels, titanium,
aluminum and special alloys. The existing unit of elec-
tron beam welding provides repeatability of modes within
the capabilities of the implemented control system. Weld-
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ing operations were performed on simulators correspond-
ing to the technological product. To reduce energy input
during welding:

1. The welding current value decreased (IW).

2. The current focus of the electron beam increased
(IF).

3. The welding speed increased (VW).

4. The distance from the surface of the samples to the
electron-optical system changed (FP).

According to the set of technological modes parame-
ters, the minimum possible sizes of welding seams were
provided: the depth of the seam (Depth) and the width
of the seam (Width).

During the research, electron-beam welding
of 18 samples was performed. The results of metal-
lographic control on the size of the welding seam for each
sample were carried out in 4 cross-sections of the welding
seam. The accelerating voltage was constant in the range
of 19.8-20 kV. The obtained data set is collected as a part
of welding modes, sizes of welding seams in cross sec-
tions of all samples. Statistical indicators of the training
data set are shown in tab. 1.

Mathematical statement of the problem. The formal
statement of the supporting technological decision-
making problem in the process of electron-beam welding
is a regression problem, in which the characteristics of the
welded joint must be predicted based on a set of the tech-
nological process initial parameters. The mathematical
statement of the control problem in this case will be the
following. Let there be a set of process parameters: IW —
welding current value, IF — electron beam focusing cur-
rent, VW — welding speed, FP — distance from the sample
surface to the electron-optical system, Depth — weld
depth, Width — weld width. There is an unknown target
mapping dependency: y*: (IW, IF, VW, FP) — (Depth,
Width), the value of which is known only in the training
sample. You need to develop a mapping algorithm.

As part of this work, we have:

1. Data set: L = {x;, i}, i=1...n, where:

— X;, — welding current, mA;

— x;r — focusing current, mA;

- X, — welding speed, r/min;

— Xy — distance to Electron Optical Welding System
(EOWS), mm;

— YVaepn — Weld depth;

— Vwia, — weld width;

— x belongs to Q*, y belongs to 0%, where Q is the set
of positive rational numbers.

2. Model f(X), which predicts the values for each
object, where X is the technological process parameters,
in this case, the technological parameters of electron
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beam-welding. To evaluate the quality of the model f (X),
the following metrics are used: mean square error (MSE);
mean absolute error (MAE); coefficient of determination
R? (R2).

In this research, f{x) is an ensemble of «Gradient
Boosting» models (Gradient Boosting Regressor).

Gradient Boosting. The Gradient Boosting Regressor
model was implemented using the scikit-learn 0.22.2
package in Python 3.8 [14; 15]. Boosting is a technique
for constructing ensembles, in which predictors are not
built independently, but sequentially. This technique uses
the idea that the next model will learn from the mistakes
of the previous one. They have an unequal probability of
appearing in subsequent models, and those that give the
greatest error are more likely to appear [16]. The
algorithm is Gradient boosting:

1. Initialize the model with a constant value

f,0)= fo, fo =y, yeR:
Jy=argmin Y} L(3,.).

yooi=l
2. For each iteration ¢t = 1...M (M = n_estimators)
repeat:
a) count the pseudo-remains r;

n:{&meﬂ
' o (x;) F0)=1(x,t-1)

b) build a new algorithm A(x) as a regression on
pseudo-residues

, i=L..,n;

1 P} i= 1o
¢) find the optimum ratio of p, when A(x) relative to
the original loss function:

p, =argmin Y L(y,, f(x;,t=1)+p-h(x,,0)) ;
P =l
d) record the model:
L) =p, b (0);
e) update the current approximation:
A A~ ~ t A
fOun=fut=1)+f;(x) =2 f,(x)
i=0
3. Build the final model:
M A
S)=2 /().

i=0

In this work, gradient boosting is implemented over
the decision trees. This implementation of gradient boost-
ing allows you to build a model in the form of a weak
predictive models ensemble of decision trees.

In scikit-learn, the Gradient Boosting Regressor model
builds the model in stages, which allows you to optimize
arbitrary differentiable loss functions. At each stage, the
decision tree corresponds to the negative gradient of the
specified loss function. The main parameters in Gradient
Boosting Regressor that were selected to find the optimal
solution:

1) n_estimators — the number of steps to increase the
gradient (the number of weak decision trees used);

2) loss — loss function for optimization. (MSE,
MAE);

3) max_depth — maximum depth of each decision
tree;

4) max_features — the number of features by which
the split is searched;

5) min_samples_split — the minimum number of ob-
jects required to split the internal node of the tree;

6) min_samples_leaf — the minimum number of ob-
jects in the leaf.

Selection of optimal parameters for the model. The
GridSearchCV function, which is part of the scikit-learn
module, was used to select the optimal parameters in the
model. The GridSearchCV function implements an ex-
haustive search for the specified parameter values for the
model. This function implements the ,,selection” and ,,as-
sessment” methods.

Model parameters are optimized by cross — validation
over the parameter grid.

Main parameters of the GridSearchCV function:

1) estimator — the model in which the selection hap-
pens;

2) param_grid — sets of hyper-parameters that need to
be checked;

3) scoring — the metric that will be used for assess-
ment;

4) cv — the number of blocks in cross-validation.

Experimental research.

Experiment setup. The model was set up and trained
separately for each: e, and yyiqm, on a set of X parame-
ters. Training a model with optimal parameters on a full
dataset is designated as train_score. To check the accu-
racy of the model prediction (cv_score), the cross-
validation was used. To get an estimate by cross-
validation, the cross_val score function from the scikit-
learn module is used.

Table 1
Statistical indicators of the training data set

Indicator Iw IF VW FP Depth Width
Number 72 72 72 72 72 72
Sample mean 45.666 141.333 8.639 78.333 1.196 1.970
Mean square deviation 1.678 5.146 2.061 21.494 0.225 0.279
Minimum 43 131 4,5 50 0.80 1.68
25% 44 139 8 60 1.08 1.76
50 % 45 141 9 80 1.20 1.84
75 % 47 146 10 80 1.29 2.05
Maximum 49 150 12 125 1.76 2.60
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Table 2
The best results of selection of model parameters for the depth of the seam
n_estimators loss max max min samples leaf min samples mean_test_score
depth features split
100 MSE 3 2 1 5 0.050862
90 MSE 3 2 1 5 0.050887
80 MSE 3 3 1 5 0.050893
80 MSE 3 2 1 5 0.050893
80 MSE 3 4 1 4 0.050893
100 MSE 3 3 1 5 0.050896
90 MSE 3 3 1 2 0.050898
80 MSE 3 4 1 2 0.050899
80 MSE 3 4 1 3 0.050899
100 MSE 3 3 1 2 0.050900

The number of blocks in cross-validation is 4. To im-
prove the accuracy of the check, the algorithm is per-
formed:

Foreach i=1,...,K:

1. Randomly shuffle the dataset— DS..

2. Get the score using cross_val _score on DS;—S..

3. The final score is the average:

1 K
cv_scorey =— ) S,
— K K ; i
The number of X is selected in this way until:

cv_scorey —cv_scoreg  <0.1.

Selection of parameters for the Gradient Boosting
Regressor (GBR) model.

The model for the seam depth. Model hyper-
parameters were selected among the following values:

1. n_estimators: 10, 20, 30, 40, 50, 60, 70, 80, 90,
100,

loss: MSE, MAE;
max_depth: 1, 2, 3, 4;
max_features:1, 2, 3, 4;
min_samples_leaf: 1, 2, 3, 4;
. min_samples_split: 2, 3, 4, 5.

The search for optimal hyper-parameters was carried
out using GridSearchCV, where the average absolute er-
ror (MAE) was used as a metric for evaluating each test,
and the number of blocks in the cross-validation is 5.

The best ten results, in descending order, are shown in
tab. 2.

In tab. 2 the following notations are used:
mean_test_score — the average value of the test score.

When fixing the values (loss = MSE, max_depth = 3,
max_features = 2, min _samples leaf = 1,
min_samples_split = 5), n_estimators change graphs were
built (fig. 1).

When fixing values (n_estimators = 100, loss = MSE,
max_features = 2, min samples leaf = 1,
min_samples_split = 5), the max_depth change graphs
were built (fig. 2).

When fixing values (n_estimators = 100, loss = MSE,
max_depth = 3, max_features = 2, min_samples_leaf = 1),

s W
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the graphs of min_samples split were changes built
(fig. 3).

As shown in fig. 3, the best score on the test was
min_samples_split = 7.

Best hyper-parameters: n_estimators = 100, loss =
MSE, max depth = 3, max features = 2,
min samples leaf =1, min samples split=7.

The importance of technical parameters is distributed
as follows: x;, — 6 %; x;— 26 %; x,,, — 44 %; x4, — 24 %.

Tab. 3 presents the scores of the mathematical model
for the depth of the weld.

Table 3
The scores of a mathematical model for the depth
of the welding seam

Scores R2 MAE
train_score 0.932651 0.042958
CV_score 0.896255 0.044262

The search for optimal hyper-parameters was carried
out using GridSearchCV, where the metric is the MAE
used to assess each test, and the number of blocks in
cross-validation is 5.

The top ten results, in descending order, are shown in
tab. 4.

The following notations are used in tab. 4:
mean_test_score — the average value of the test score.

When fixing the values (loss = MSE, max_depth = 3,
max_features = 3, min_samples leaf = 1,
min_samples_split = 4), the n_estimators change graphs
were built (fig. 4).

When fixing values (n_estimators = 100, loss = MAE,
max_features = 3, min samples leaf = 1,
min_samples_split = 4), the max_depth change graphs
were built (fig. 5).

When fixing values (n_estimators = 100, loss = MAE,
max_depth = 3, max_features = 3, min_samples_leaf = 1),
the graphs of min_samples split changes were built

(fig. 6).
Best hyper-parameters: n_estimators = 100, loss =
MAE, max depth = 3, max features = 3,

min_samples_leaf =1, min_samples_split = 4.
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Table 4
The best results of selection of model parameters for the width of the seam
n_estimators loss max max min samples leaf min samples split mean_test_score
depth features
100 MAE 3 3 1 4 0.030108
80 MAE 3 3 1 4 0.030112
90 MAE 3 3 1 4 0.030166
70 MAE 3 3 1 4 0.030391
100 MAE 3 3 1 5 0.030459
80 MAE 3 3 1 5 0.030475
90 MAE 3 3 1 5 0.030509
80 MAE 3 3 1 3 0.030615
80 MAE 3 3 1 2 0.030615
60 MAE 3 3 1 4 0.030649
—— mean_test_score — mean_train_score
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The importance of technical parameters is distributed
as follows: x;,, — 13 %; x;r— 41 %; X,y — 33 %; x5 — 13 %.
Tab. 5 shows the results of evaluations.

Table 5
Model scores by the width of the weld
Scores R2 MAE
train_score 0.970136 0.030648
cV_score 0.960603 0.040242

Results. In this research the mathematical models
based on gradient boosting according to the training set
data (dataset) were considered.

The following best parameters of the mathematical
model are obtained:

1. For the seam depth: n_estimators = 100, loss = MSE,
max_depth = 3, max _features = 2, min_samples leaf =1,
min_samples_split="7.

2. For the seam width: n_estimators = 100, loss = MSE,
max_depth = 3, max_features = 3, min_samples_leaf =1,
min_samples_split = 4.

The scores of the finished models are shown in tab. 6.

Table 6
Model scores when testing cv_score
Model R2 MAE
Depth 0.896255 0.044262
Width 0.960603 0.040242

As can be seen from the scores of the mathematical
model based on gradient boosting, the proposed model is
able to solve the problem of supporting technological
decision-making based on gradient boosting with a fairly
low value of the average absolute error and a high value
of the coefficient of determination.

Conclusion. As a result of the research, the analysis
of the applicability of the Gradient Boosting Regressor
method as a basis for creating a mathematical model for

optimizing and forecasting the process of electron-beam
welding was performed. Based on the obtained model
scores we can judge the feasibility of using the proposed
approach to support technological decision-making in the
technological processes control that have similar statisti-
cal dependencies.

The obtained model allows us to support technological
decision-making in the process of electron-beam
welding of dissimilar materials with high accuracy. The
use of the technique will improve the quality of the elec-
tron-beam welding process control. The results of this
study are planned to be used in further research designed
to support decision-making in relation to other techno-
logical processes that have similar statistical dependen-
cies.
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NON-PARAMETRIC MULTI-STEP ALGORITHMS FOR MODELING
AND CONTROL OF MULTI-DIMENSIONAL INERTIA-FREE SYSTEMS

D. I. Yareshchenko

Siberian Federal University
26k1, Academician Kirensky St., Krasnoyarsk, 660074, Russian Federation
E-mail: YareshenkoDI@yandex.ru

The paper discusses new classes of models of multidimensional inertia-free systems with a delay in the conditions of
a lack of a priori information. The subject is multidimensional discrete-continuous processes, the components of the
vector of output variables of which are stochastically dependent in an unknown way. There are also processes, through
some channels of which aprior information corresponds simultaneously to both the parametric and nonparametric type
of source data about the studied process. The mathematical description of such processes leads to a system of implicit
nonlinear equations, some of which will be unknown, while others will be known with accuracy to the parameter vector.
The main purpose of a model of an object having stochastic dependencies of output variables is to find a forecast of
output variables with known input variables.

To find the predicted values of the output variables from known inputs, it is necessary to solve a system of implicit
nonlinear equations. The problem is to solve a system that is actually unknown, when only equations for some channels
of a multidimensional system are known. Thus, a rather nontrivial situation arises when solving a system of implicit
nonlinear equations under conditions when, in one channel of a multidimensional system, the equations themselves are
not in the usual sense, and in others they are known accurate to parameters. Therefore, an object model cannot be con-
structed using the methods of the existing identification theory because of a lack of aprior information. The purpose of
this work is the solution of the identification problem in the presence of a partially-parameterized discrete-continuous
process, and despite the fact that the parameterization stage cannot be overcome without additional priori information
about the process under study.

The control algorithm for multidimensional processes with dependencies of output variables is a sequential multi-
step algorithmic chain that allows finding the control action and bring the object to the desired state.

Computational experiments to study the proposed models and to control multidimensional discrete-continuous proc-
esses have shown quite satisfactory results. The article presents the results of computational experiments illustrating
the effectiveness of the proposed technology for predicting the values of output variables from known input variables, as
well as for managing these processes.

Keywords: multidimensional discrete-continuous process, identification, control, T-models, KT-models.

HETTAPAMETPUYECKHUE MHOT'OIHAT'OBBIE AJITOPUTMBI MOAEJIUPOBAHMUSA
N YIIPABJIEHUSI MHOT'OMEPHBIMHU BE3BIHEPIIMOHHBIMU CUCTEMAMUA

. . Spemenxo

Cubwupckuii penepanbHBIA yHUBEPCUTET
Poccuiickas @eneparnmsa, 660074, r. KpacHospck, yin. Akanemuka Kuperckoro, 26k1
E-mail: YareshenkoDI@yandex.ru

B nacmosweii cmamve paccmampugaiomcs Hogvle KIACCbl MoOenell MHO2OMEPHBIX 0e3bIHePYUOHHBIX CUCTeM
€ 3anasovieaHuem 6 YCIO8UAX HeOOCMAmKa anpuoprou uxgopmayuu. Peuv udem o MHO20MepHBIX OUCKpemMHO-
HenpepuieHbIX NPoYeccax, KOMNOHEHMbL 6EKMOPA BLIXOOHbIX NEPEMEHHBIX KOMOPLIX CIOXACMUYECKU 3d6UCUMbL 3apa-
Hee HeuszgecmHuiM 06pazom. Ho maxowce cywecmeyrom npoyeccol, no HEKOMOPLIM KAHANAM KOMOPbIX ANPUOPHASL
ungopmayus coomeemcmeayem 0OHOBPEMEHHO KAK NapamMempuieckomy, max u Henapamempuieckomy muny ucCxoOHblx
dannvix 00 uccredyemom npoyecce. Mamemamuueckoe onucanue noOOOHLIX NPOYECcco8 NPUGOOUM K CUCIeMe HEABHbIX
HeUHEHbIX YPAGHeHUll, OOHU U3 KOMOpbIX OYOYm Heusgecmubl, a Opyaue Usgecmusbl ¢ MOYHOCHbIO 00 6eKMOpa napa-
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Mmempog. OCHOBHOe HA3HAYEHUe MOOeau 00beKmd, UMerWe20 CIOXACmuYecKue 3a8UCUMOCU GbIXOOHbIX NePEMEHHDBIX,
COCMOUm 8 HAXO0NHCOEHUU NPOSHO3A BLIXOOHBIX NEPEMEHHbIX NPU UZBECHIHBIX XOOHbIX.

s HaxoocOeHUus NPOSHO3HBIX 3HAYCHUL BbIXOOHLIX NEPEMEHHbIX N0 U3BECMHbIM 6XOOHbIM He0OX00UMO peuums
cucmemy Hes6HuIX HeNUHEUHbIX ypasHeHul. Y mym 603nuKaem CmpaHHas Cumyayus, maxk KaxK HeoOXooumo peuums
cucmemy, KOMopasl Ha CAMOM Oele HeU38eCmHA, HO MO2Ym OblMb AUULbL U36ECMHbL YPAGHEHUS N0 HEKOMOPbIM KAHALAM
MHO20MEpHOU cucmembl. Takum o006pazom, 603HUKAem O00B80JbHO HEMPUSUALbHASL CUMYAYUS PEUEHUS] CUCTEMblL Hesl6-
HbIX HETUHEUHBIX YPABHEHUL 8 YCI08USAX, K020d N0 OOHUM KAHAIAM MHOZOMEPHOU CUCTNEMbl CAMUX YPAGHEHUL 8 00blU-
HOM CMbICie Hem, A NO OPY2UM OHU U38ECMHbL C MOYHOCMbIO 00 napamempos. Tlosmomy modenv 06bekma ne Moxicem
ObIMb NOCMPOCHA ¢ NOMOWBIO MEMOO08 CYUWeCmayoujelti meopuu UOeHMupUKayuu 6 pesyibmame HeOOCMAmMKa anpu-
oprotl ungopmayuu. OCHOBHBIM COOEPICAHUEM HACMOsUel pabomol SI8IAemMcs peuteHue 3a0ayu UOeHMU@GUKayuyu npu
HAIUYUU YACMUYHO-NAPAMEMPUZ0BAHHO20 OUCKPEMHO-HENPEPLIBHO20 NPOYeCccd U Npu MoM, 4mo 3man napamempusa-
yuu He Modicem Oblmb nPeoodoner 6e3 OONOIHUMENbHOU anpUopHOU uHGopmayuu 06 ucciedyemom npoyecce.

Anecopumm ynpaenenuss MHO2OMEPHBIMU NPOYECCAMU C 3ABUCUMBIMU BbIXOOHbIMU NEPEMEHHBIMU NPEOCMABIAen Co-
001l NOCIE008AMENLHYI0 MHO2OUALO8YI0 ANICOPUMMUYECKYI0 YENOUKY, NO360ASI0WYI0 HAUMU YNpaeisowee 8030elic-
8ue U npueecmu 00bEKM 6 Jceiaemoe COCMosHue.

Buiuuciumenvuvie sxcnepumenmsl o ucciedo8anuio npeoiaeaemvlx Mooeiel U no YnpasieHur0 MHO2OMEPHbIMU
OUCKDEMHO-HEeNPEPbl8HbIMU NPOYECCamu NOKA3AIU O0CMAMOYHO YO081emeopumenvHvle pesyibmamol. B cmamve
NPUBOOSMCSL PE3YTIbMAMbL BLIYUCTUMETbHBIX IKCHEPUMEHMO8, ULTIOCMPUPYIOWUX dhexmusnocms npeoiazaemoi
MEXHON02UU NPOSHO3A 3HAYEHULL 8bIXOOHBIX NEPEMEHHBIX N0 U3BECIHBIM 6X0OHbIM, A MAKNHCe NO YNPAGIEHUIO OAHHbIMU
npoyeccamu.

Kniouegvie cnoea: mmocomepnvlii OUCKpEmMHO-HENPepvl8Hblll npoyecc, udenmuguxayus, ynpaeienue, T-modenu,

KT-moo0enu.

Introduction. Consideration and study of multidi-
mensional inertial processes with a delay, which have a
stochastic dependence of output variables, is a relatively
urgent task. Since such processes are typical for many
popular industries, such as metallurgy (steel melting),
construction industry (cement production), energy (coal
burning), oil refining (increasing the cold flow of diesel
fuel) [1], as well as in active systems, such as the educa-
tional process (acquisition of knowledge by University
students) [2]. Such processes are characterized by the lack
of necessary aprior information. The researcher, in such
circumstances, should model and manage such multidi-
mensional discrete-continuous processes. These processes
are dynamic in nature, but controlled at discrete time in-
tervals, including various ones. Inertia-free systems are
considered with known delays, for example, when the
object's time constant is 5—10 minutes, and the control of
the output variable is measured once every two hours.
This leads to the dependence of output variables, for ex-
ample, in the production of cement, the main output indi-
cator — the activity of cement (compressive strength)
depends on another output indicator — the fineness of
grinding.

Processes with stochastic dependence of output vari-
ables refer to T-processes [3]. The main point here is that
the identification of such objects should be carried out in
a way that is not traditional for the existing identification
theory [4]. There are also cases when aprior information
corresponds simultaneously to both nonparametric and
parametric types of source data about the studied. Such
processes refer to KT-processes [3].

The main feature of T-processes and KT-processes is
that the mathematical description of an object is repre-
sented as some analog of a system with partially param-

eterized functions F, (u,x,a)=0, j= I,n and unknown

functions F, (u,x)=0, j= 1,n . Thus, the identification
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problem is reduced to the problem of solving a system of
nonlinear equations of a partially parameterized discrete-
continuous process relative to the components of vector

x=(x,X,,....x,) , with known values of input variables

u= (ul,uz,...,um) . Specific identification tasks will dif-

fer in different volumes of aprior information through
various channels of the multidimensional process, and in
their specific flow.

Researchers have to deal with a system of different
types of equations from the point of view of mathematics,
the solution of which requires the development of special
methods [5]. In this case, it is advisable to use the theory
of nonparametric systems [6; 7].

Processes with the stochastic dependence of output
variables. As noted earlier, T-processes are multidimen-
sional inertia-free processes with stochastic dependence
of output variables. In fig. 1, we consider a multidimen-
sional system that implements the T-process.

In fig. 1 the following notation is used: u = (u,...,u,, ) —
m-dimensional vector of input variables, x =(x;,...,x,) —

n-dimensional vector of output variables, é(t) — random

interferences effecting the process. The vertical arrows on
the output variables show their dependencies. Through
various channels of the multidimensional process, the
dependence of the j-th component of the vector can be
represented as a certain dependence on certain compo-

nents of the vector u : x*/” = S (u<‘i>), j=ln.

Such functions are determined basing on the available
aprior information. Such correlations are called a compos-
ite vector. A composite vector is a vector composed
of some components of input and output variables,
in particular, it can be any set, for example

x<5> :(u29u59u7:u8)’ x<6> :(u3’u4’u7’x2) [8]
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U, (f) ! > : A X (f )..h

Fig. 1. The multidimensional system that implements the 7-process

Puc. 1. MHoromepHas cucrema, peanusytomas 7-nporecc

The mathematical description of an object is repre-

sented as a system of implicit functions of the next form
F, (z?(t),)_c(t)) =0, j=1n . The identification problem

is reduced to the problem of solving a system of nonlinear

equations:
(#(0),%(1))=0, j=Ln

relative to the vector components x , with known values
of the input variables u .

F.(u

J

()

Note that the type of equations F; (-), j = 1,n remains

unknown and cannot be interpreted as a model of the
process under study. The task is to model such processes,
i.e. T-processes.

Partially-parameterized multidimensional proc-
esses. Partially-parameterized multidimensional KT-
processes differ from T-processes because their aprior
information may correspond to a parametric type in some
channels, and nonparametric in others.

A feature of identifying a multidimensional object is
that the process under study is described by a system of
implicit stochastic equations of the form:

F-(u(t), x(t+r), &(t))zO, jzl,_n,

J
where for some channels the functions F ]() are not

2

known, and for other channels they are known, t — a de-
lay over various channels of a multidimensional system
[3]. In the future, for reasons of simplicity, Tt will be
omitted by shifting the values in the observation matrix
by a value t.

In this case, the system of equations will take the
form:

<j> _<j>
Fl(u ,X ,OL) 0,

<j> <j>
Fz(u 77 x™ ,oc):O,

F

<> <>\ -
n-1 (U s X ) - Oa

F, (u<j>,x<j>):0.

where 1:" i () are partially parameterized or unknown, o

is the parameter vector.

Modeling of multidimensional inertia-free proc-
esses. Multidimensional KT-models combine T-models
and K-models and represent a model in which there is a
set of relationships between input and output variables,
and they are known through some channels, for example,
based on known laws of physics, and such dependencies
are unknown through other channels. I. e., the presence of
aprior information on various channels of a multidimen-
sional object corresponds to both parametric and non-
parametric types of source data. Therefore, we present the
model system in the following form:

E <u<~’>,x<'/>,d)

)
Jj=1Ln,

- <j> <j> = =\_n.
Fn,(u X ,xs,ux)—O,

0;

d:

- <j> <j> .
Fz(u , x>, 0;

E

n

(u<’>,x<’>,7cs,ﬁs): 0.

where X_,ii; — the time vectors (the data set received by

the s-th moment of time), and #*/”,x*/” — the composite
vectors. However, even in this case, some functions
F (-), j=1,n remain unknown. Therefore, the problem
of constructing KT-models is considered in conditions
of nonparametric uncertainty, i.e. in conditions when
the system (4) is known only through some channels
and is not known to the accuracy of parameters through
others.

The identification problem comes to the fact that for
given values of the vector of input variables, it is neces-
sary to solve system (4) with connection to the vector
of output variables. For some channels of a multidimen-
sional system, for which equations are known up to pa-
rameters, the coefficients are found, for example, by
stochastic approximations or the least-squares method
[9; 10]. For the other channels, where the equations with
accuracy up to the parameter vector are unknown, the
following two-step algorithmic chain [3] must be applied,
which allows to find the predicted values of the vector of
output variables from the known input ones. In the first
step, the residuals are calculated using the following for-
mula:

&)
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where F(u<j>,x<j> (i).%,.u ) accepted in the form of a

27Vs 2 TS

nonparametric estimate of the regression function Nada-
raya-Watson [11]:

g (i)=Fy (”<j>’x/ (’)) =
<m> —u l]
lzl:x [I]H d){ S k J ©)

.'u‘

=x;(i)-

s <m>

znq{ utl)

i=l k=1

where j =1,n, <m> — the dimension of the composite
vector u, , then this notation is used for other variables.

Moreover, the dimension of the composite vector may be
different for different channels. Bell-shaped functions

(1)() and the blur parameter Cyu, satisfy certain conver-

gence conditions and have the following properties [12]:

O()<oo;lim_,, ¢, =0;

j ®(c5 (uf —uy[i]) Jdu =1; (7)
Q(u)
lim, ., e @ (ot (4 =, [11)) = 8 (uf =1, 71) ;
11m?—)00 SCS = N (8)

The second step is to evaluate the conditional mathe-

matical expectation:
x; =M {x|u™”,6=0}, j=1Ln. 9)

As a result the forecast for each component of the out-
put variable vector will be as follows:

<m> [] <n> gkz[i]
Bl

ky=1 S€
7 s <m> n ’
Sfie[ e

=Ln,

where the bell-shaped functions can be taken as a triangu-
lar core (11) and (12), and satisfy the conditions presented
above.

|”k, —uy, [i]| |ukl —uy, [i]| -1

q)(uk, _ukl[i]Jz : Cou ' Csu (11)
o 0. —|u"‘ ~uy 1] >1.
cSll

Jo-e ] Jo-ar]

&l Co G
CD[ 2 J 02, 11 "

=g
C

SE€

The nonparametric algorithm (6), (10) is a two-step
algorithmic chain that allows to find the predicted values
of the components of the output vector for known compo-
nents of input variables, in the case of stochastic depend-
ence of output variables.

The relative standard deviation is taken as the error
function:

, j=Ln, (13)

i1
where x'(t) — observation on the object, £ (u<j g (t)) -

forecast values of the object's output variables, M, —the

average value for each component of the vector.

The problem of managing multidimensional dis-
crete-continuous processes. Consider the scheme of a
multi-dimensional object control system (fig. 2).

In fig. 2 the following notations are used:
u(t)= (u1 (1),uy (2),.ou, (t)) — input controlled variables
of the process; — input free, but controllable variables of
the process; x(t)z(xl(t),x2 (t),...,xn (t)) — output vari-

ables of the process; x* = (xl,...,x: ) € Q(x* ) c R" —setting

action, §(t) — random interferences affecting the process.

Control of T-objects is considered in conditions of
nonparametric uncertainty, i. e. in conditions when the
process model with accuracy up to the parameter vector is
completely absent.

l &(t)

x(t)

Object >

Controldevice |«

M,

l x;

Fig. 2. Diagram of a nonparametric control system of an inertia-free object

Puc. 2. Cxema HemapaMeTpHUUECKON CUCTEMBI YIIPABICHUS
0e3bIHEPLIUOHHBIM 00BEKTOM
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In this case, the known techniques are not applicable
and you should use other approaches to solve the prob-
lem.

In the problem of controlling a multidimensional
process with stochastic dependence of output variables,
the following multi-step algorithmic chain must be used:

we take the input variable u; () arbitrarily from the area
Q(ul) . Any other input variable can be taken from the

specified area at any time. The next input variable u; (t)

is found in accordance with the following algorithm:

s * i \<n> G—

. U, —u X:— X
Susal 4 || U
i=1 Cy, =1 Cx,

<p> * i
Hy —Hy
X H(D
* v=1 [ C]J.V
U, = , (14
2 s * i \<n> X —x
u u i
ZCD 1 1 H(D J J |«
i=1 u, Jj=1 cx,
<p> * i
Ky —Hy
X H(D
v=1 { cuv

where <n>, < p> — dimension of the corresponding
composite vectors x and p, <n><n <p><p.

Then we find the input variable u; (t ) as follows:

s * i * i \<n> =y

ol u —u U, —u i ;
Zu:l;q) 1 1 10} 2 2 Hq) J J x
i=1 ¢y, Cu, )l S,
<p> ®
% HCD Hy —Hy
* v=l Cu,
uj = ,(15)
S 1 1 <n> —
ZCD U= || Y2t HCD WA
i=1 u, Cu, )=l ¢,
<p> L
y HCD My —Hy
v=l Cu,

And then the control algorithm continues to find each
component of the object's input, and with each subsequent
step, the values of the input variables found in the previ-
ous step are added to the formula. The control algorithm
for a multidimensional system:

* i \<n> x"f

K k-1 i
; u, —u, —X;
S [T = o 2 |«
=l k=l G, Jj=1 x,
<p> ® i
% H(D Ky —Hy
* v=1 ‘y, P
uks— - - , k=1m.(16)
s k-1 i \<n> _
u, —u X; =X
o M [T x
i=1 k=1 Cy,  )j=l S,
<p> * 0
% HCD My —Hy
v=l ¢

In the control algorithm (16), the blurring parameters
for input and output variables remain configurable
Cyp 5 Cx, and ¢, , the following formulas can be used for

. _ * i _ * i
them: cuk—(x‘uk—uk‘+n, cXJ—B‘xj—xj‘+n and

o =Ty —My|+n , where o, B and y some parame-

ters greater than 1, and the parameter 0 <m <1 . Note that

the selection of blur parameters ¢, , ¢

u, 4 X/-

and ¢, is per-

formed at each control cycle. In this case, if ¢, is defined

first, then the definition ¢, and ¢, is carried out accord-
S .

ing to this fact. The order in which the blurring parame-
ters ¢, ,¢, and ¢, are defined is not important.

Xj

Often in real process control tasks, the number of
component vector # is greater than the number of com-
ponent vector x . If the dimension of the vector u
exceeds the dimension of the vector x, i. e. m>n,
it is usually done as follows. To the number of component
vector it some (non-essential) components of the vector

u are included, so that the dimension of the vector u
and x to be equal.

Computational identification experiment. A multi-
dimensional object with input variables
u = (uy,uy,u3,u,) and output variables x =(x;,x,,%;)

was used for the computational experiment. A training
sample of input and output variables was formed for the
object under consideration, based on a system of equa-
tions consisting of two parametric and one nonparametric
channels. As a result, a training sample was obtained

g, X, where u , X, are the time vectors. In case we had a

real object, the training sample would be obtained in the
process of measurements performed by the available con-
trols.

After receiving a sample of observations i ,X,, you

can start the task under study — finding the predicted
values of output variables x based on known input
variables u . The forecast for each component of the out-
put variable vector is made according to the formula (10).

The configurable parameters are the blur parameters

¢, and c_ , which in this case are equal to 0.4 and 0.3,

Su
respectively (the values were determined as a result
of numerous experiments to reduce the quadratic error
between the output of the object and the model). Sample
volume s =1000, uniform interference that affects the

components of the vector of output variables & =0,07 .
Graphs for the outputs of the object x;,x, and x; (fig. 3-5).

In fig. 3-5 “point” denotes the output value of the ob-
ject, and “x” are values of the patterns found by the algo-
rithm (5), (9). For clarity of the results in the figures, there
are 20 sample points. The model describes the object
fairly well with 7 % interference affecting the components
of output variables.

Computational control experiment. The results of
computational experiments for a multidimensional object

with input variables u = (u,u,,us,u,) and output vari-

SE

ables x =(x,,x,,x;) using a multistep control algorithm
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(13). For the object under consideration, the number of
component vector u is greater than the number of com-

ponent vector x . So replace u, (¢)=p(¢) to make the
dimension of the vector # equal to x . The input variable
is free but controlled () €[0, 3] .

We underline that the researcher is not familiar with
the type of system of equations that describes a controlled
multidimensional object. Measurements of input and out-
put variables are used as information about the object
under study.

First, we present the results of the multistep control

algorithm (16) with a variable step setting effect xf (t)
(fig. 6).

As you can see from fig. 6, the output of the object
x,(¢) is quite close to the setting effect x; (¢). Here are
the results of the algorithm with a soft changing setting
effect x; (1) (fig. 7).

Here are the results of the algorithm when the task
x; (¢) is random (fig. 8).

Fig. 8 shows that the output of the object x;(¢) is also

quite close to the setting effect x; (¢). None of the known

regulators can cope with such a task when the setting ef-
fect is random [14].

Still, this case is interesting from a theoretical point
of view.

J51(2‘)“ »
%(2)
100 . *
X X X
X x « < u
sr 4
1
x x
x x » ¢
0 x 5 10 . 15 0

Fig. 3. The predicted values of the output variable x; with an interference of 7 %

Puc. 3. [Ipornosuele 3Ha4eHUs BBIXOJAHOM IIepeMEHHOM X, 1Ipu nomexe 7 %

TQ(I)A .
% (1) s X 3.(
. x .
X X X
ar . )< L
L)
X ]
& X e X
4 . X « X X
5 s o X ® y 2
o+ .
%
f
0 IS 10 iS '.I’O "

Fig. 4. The predicted values of the output variable x, with an interference of 7 %

Puc. 4. [Ipornosuele 3Ha49€HUs BBIXOAHOM IIEPEMEHHON X, IIpu nomexe 7 %
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x() 4 x ¥

X ®
X

x % t

»
t t t »

0 5 10 15 20
Fig. 5. The predicted values of the output variable x; with an interference of 7 %

Puc. 5. [Ipornosuele 3Ha49€HMs BBIXOAHOM IIEPEMEHHON X3 IIpu nomexe 7 %

Tl(f)n
% (t)
! cx v ¥¥
2+ >o<>o<x>o<¥
xS gn¥
¥ x % ¥ ¥ .
0 5 10 5 0

Fig. 6. Control under the setting action xl* (t) in the form of a step function
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Conclusion. In this paper, the problem of identifica-
tion and control of multidimensional inertia-free systems
with a delay in the conditions of a lack of aprior informa-
tion considered. We note the fact that identification
and control problems are considered under conditions
of nonparametric uncertainty and, as a result, can not be
presented with accuracy to a set of parameters. Well-
configured modeling and control algorithms can be suc-
cessfully applied in real control systems, diagnostics, de-
cision-making, etc. [15].

These computational experiments on identification
and control have shown satisfactory results of modeling
multidimensional processes. At the same time, we inves-
tigated issues related to the introduction of various inter-
ference, different volumes of training samples, but also
objects of different dimensions.
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CALCULATION OF HEAT TRANSFER CHARACTERISTICS OF A FINNED WALL
E. N. Vasil'ev

Institute of Computational Modelling SB RAS
50/44, Akademgorodok, Krasnoyarsk, 660036, Russian Federation
E-mail: ven@icm.krasn.ru

The reliability and resource of the radio-electronic equipment of the spacecraft is increased by ensuring optimal
temperature conditions. Thermal control systems maintain the set temperature mode and heat removal from the on-
board equipment to the surrounding space. Finned heat exchangers are an important element of the design of thermal
control systems, which allows intensifying the heat transfer process. The calculation of the characteristics of finned
heat exchangers must be carried out taking into account their parameters and the physical properties of the heat trans-
fer agent. The organic liquid LZ-TK-2, which has a very low freezing point and other useful performance characteris-
tics, is considered as a heat transfer agent. The dependences of the local heat transfer coefficient of the LZ-TK-2 heat
transfer agent on the wall temperature are calculated using criteria equations. Based on the numerical solution of the
two-dimensional problem of thermal conductivity, the temperature fields in finned walls of various configurations are
determined. Calculations of the heat transfer coefficient of the finned wall of the heat exchanger were made in two
model approximations, the error of using a simplified approximation that does not take into account the temperature
dependence of the local heat transfer coefficient was determined.

Keywords: thermal control system, heat transfer coefficient, finned wall, heat exchanger, heat transfer agent LZ-TK-2.

PACUYET XAPAKTEPUCTHUK TEINIOOBMEHA OPEEPEHHOMN CTEHKHA
E. H. Bacunbses

HuctuTyT BRiuncauTensHoro moaenuposanus CO PAH
Poccuiickas deneparms, 660036, r. KpacHospck, Akagemropoaok, 50/44
E-mail: ven@icm.krasn.ru

Haoexcrnocms u pecypc paduosnekmpoHHOU annapamypsl KOCMUYECKUX annapamos nosblulaemcs npu 0becneyeHuu
onMmuUManbHo2o0 memnepamyprozo pesxcuma. Cucmemvl mepmopeyruposanus ROOOepHCUBAION 3a0AHHbIL meMnepa-
MYPHBLL PedCUM U OME00 MENIonblL OM HOPMOBOL ANNAPAMYPLL 8 OKpYJcalouee npocmpancmeo. Pebpucmoie menio-
OOMEHHUKU SGNSIOMCS 8ANCHBIM DNEMEHMOM KOHCMPYKYUU CUCIEM MEPMOPeyIUPO8AHUs, NO38OITIOUSUM UHIMEHCUDU-
yuposamv npoyecc mennonepeoaiu. Pacuem xapaxmepucmux pebpucmuix meniooOMeHHUKO8 He0OX00UMO NPO8OOUND
C YUemoM ux napamempos u Qu3ULecKux ceolcme menioHocumens. B kauecmee mennonocumens paccmompena opaa-
Huyeckas sHcuokocms JI3-TK-2, umerowas ouens HUKYIO MeMNepamypy 3amep3anus u opyaue noie3nvle SKCIyamayu-
OHHblE Xapakmepucmuku. B pabome ¢ noMOwbi0 KPUMEPUATbHBIX YPAGHEHUL PACCUUMAHbL 3A6UCUMOCTU JIOKATILHO2O0
ko3 uyuenma menroomoauu mennonocumens JI3-TK-2 om memnepamyper cmenxu. Ha ocnose uucienno2o pewienust
08YMepHOU 3a0auu MenionpoGOOHOCMU ONnpedeNeHbl MEeMNePamypHble NONsS 6 OpPEeOPEHHbIX CMEHKAX PAa3iuyHol
xkongueypayuu. I[Iposedensvt pacuemsl KoIQ@uyuenma menionepedayu OpedPeHHOU CMEHKY MenI00OMEeHHUKA 8 08YX
MOOENbHBIX NPUOTUNCEHUSX, ONPEeOeNeHa NOSPEUHOCTb NPUMEHEHUS YAPOWEHHO20 NPUOTUINCEHUS,, He YUUMbIBAOUe20
MEMREPAMYPHYIO 3A8UCUMOCIT IOKAILHO20 KOS duyuernma menioomoadi.

Kniouegvie cnosa: cucmema mepmopeyiuposanus, Kod(hguyuenm menioomoayu, opebpeHHas CmenKa, meniooo-
MeHHuk, menaornocumens JI3-TK-2.

Introduction. The thermal control system (TCS) of a  subsystems in real operating conditions [1-5]. In TCS
spacecraft performs the most important function for en-  finned surfaces that are in contact with a liquid or gaseous
suring optimal temperature conditions for all units and heat transfer agent are widely used to intensify heat trans-

226



ABMGMMOHHQ}Z U paKkemHo-KoCmMu4ecKkas mexnuka

fer and reduce dimensions in heat exchangers. The char-
acteristics of the TCS depend on the parameters of the
finned surfaces and the thermophysical properties of the
heat transfer agent; therefore, the development of the TCS
requires solving a number of problems, such as determin-
ing the local heat transfer coefficient on the contact sur-
face of the wall and the heat transfer agent, calculating the
heat transfer characteristics of the finned wall and opti-
mizing its parameters.

The heat transfer characteristics are calculated by the
temperature field in the volume of the finned wall ob-
tained from the solution of the heat conduction problem.
As a rule, when solving the heat conduction problem
various simplifying assumptions are made: temperature
gradients over the thickness of the fin are neglected (ap-
proximation of a thin fin), a uniform temperature distribu-
tion is taken at the base of the finned wall, a constant
value of the heat transfer coefficient over the finned sur-
face is set, etc. [6]. So that such simplifying assumptions
do not lead to significant calculation errors, it is necessary
to verify the validity of their application for each task.

The characteristics of the heat transfer process of the
finned wall and a heat transfer agent depend, on the one
hand, on the heat transfer coefficient of the heat transfer
agent on the surface of the heat exchanger, and on the
other hand, on the conditions of heat transfer in the wall
volume by the heat conduction mechanism. In this paper,
we present the results of calculations of the wall heat
transfer characteristics based on determining the depend-
ence of the heat transfer coefficient LZ-TK-2 on the tem-
perature of a finned surface and modeling the heat trans-
fer process in a finned heat exchanger by numerically
solving the two-dimensional heat equation without using
the simplifying assumptions mentioned above.

Heat transfer coefficient of the heat transfer agent
LZ-TK-2. According to the requirements of the TCS op-
eration, the heat transfer agent must have a freezing point
not higher than —80 °C, corrosion inertness to the TCS
materials, fireproof, and have a number of other specific
properties [7; 8]. As a working substance for the circuit,
we consider the heat transfer agent LZ-TK-2, the basis
of which is isooctane, which has a freezing temperature
of —107 °C and includes anti-wear additives to reduce
bearing wear of electric pump units. Description and tem-
perature dependences of the physical properties of the
heat transfer agent LZ-TK-2 are given in [8].

The calculation of the heat transfer coefficient was
carried out taking into account the mode of motion and
physical properties of the heat transfer agent, the geomet-
ric parameters of the finned surface. Depending on the
Reynolds number Re = uD/v, there are stable laminar
(Re < 2:10%), transitional (2:10°> < Re < 10, and devel-
oped turbulent (Re > 10%) modes, here u — is the coolant
velocity, v — is coefficient of kinematic viscosity. For a
rectangular channel having a height ¢ and a width b, the
equivalent hydraulic diameter D = 2ab/(a+b) is usually
used as a characteristic dimension. The value of the local
heat transfer coefficient a at the “heat transfer agent-
finned surface” interface was determined using criteria
equations based on the results of experimental studies and
similarity theory [9]. For the developed turbulent regime,
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an equation is used that determines the value of Nusselt
number

0.43

Nu = 0.021Re™® P (Pr;, / Pr,)** ¢ .

Prandtl number Pr = vcp/A is determined by the values
of the kinematic viscosity coefficient v, the heat capacity
¢, the density p and the thermal conductivity coefficient A,
corresponding to the average temperature of the heat
transfer agent (Pr,) and the wall surface temperature (Prs).
If the channel length is more than 50D, the coefficient
value is € = 1. The value of the local heat transfer coeffi-
cient LZ-TK-2 is calculated from the value of Nusselt
number using the formula

NuA
o=—-.
D

Calculations were performed for a 2.5 mm,
b =1.3 mm and the coolant velocity u = 2.9 m/c, the value
Re = 1.1-10* was obtained with a characteristic value
V = v = 0.45 mm?%s. The obtained dependences of the
heat transfer coefficient a on the temperature of the wall
surface T are shown in fig. 1 for the heat transfer agent
temperature values of 20, 40 and 60 °C. The figure shows
that the value of o increases with an increase in both the
wall surface temperature and the temperature of the heat
transfer agent. The dependences o(75) are the initial data
for calculating the temperature field of the finned wall.

Calculation of the temperature field in the finned
wall. The task of thermal calculation is to determine the
temperature field and heat transfer coefficient, which re-
flects the ratio of the transmitted heat power to the tem-
perature difference between the heat carrier and the wall.
We consider the process of heat transfer of a heat transfer
agent LZ-TK-2 with a finned wall, the cross section of
which is shown in fig. 2.

The calculation of the temperature field in the wall of
the heat exchanger was carried out on the basis of solving
the non-stationary problem of thermal conductivity. In the
case of a thick fin in which the temperature gradients are
comparable in width and height, a two-dimensional ther-
mal conductivity equation of the form is numerically

solved
x[ j

The calculation area of the problem, which is half of a
periodically repeated fragment of the finned wall, is high-
lighted in fig. 2 with a dashed outline. On the internal
boundaries of the wall the symmetry conditions for the
heat flow 07/0x = 0 are set, and on the contact surfaces
with the heat transfer agent (including the end surface of
the fin), the boundary conditions of the third kind are set

or }
A—+aT = q| P
|: ol oL 1=0,L

here 7— is the temperature, x, y — are the spatial coordi-
nates, / = x, y and L — are the size corresponding to these
coordinates, g — is the heat flux density. It was assumed
that the temperature of the heat transfer agent in contact
with the finned surface has a constant value.

0T 8T

or or_oT
ot

cp—=
par

)
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Fig. 1. Dependence of the local heat transfer coefficient LZ-TK-2

on the wall temperature

Puc. 1. 3aBucumoct jokajabpHOro Koddduipenra remootaayn JI3-TK-2
OT TEMIIEPATyPBI CTCHKH

Fig. 1. Diagram of the finned wall and the boundary
of the calculation area

Puc. 2. Cxema opeOpeHHOH CTeHKH M TPaHMIIBI pacueTHON 001acTu

To solve equations (1) and (2), we used the method of
total approximation with splitting the problem by spatial
coordinates [10—15]. The temperature field in the volume
of the wall AT(x, y) and with distribution a(7;) has a mu-
tual influence on each other, since o7;) determines the
amount of heat flow at the border of the finned surface
with the heat transfer agent. Coordination of these distri-
butions occurs in the process of obtaining a steady solu-
tion to a non-stationary problem.

The wall material was considered to be steel
12X18N10T, which has a thermal conductivity coefficient
A =19 B1/(Mm'K). The temperature of the heat transfer
agent in contact with the upper finned surface was set
constant and equal to 50 °C, on the lower surface of the
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base its value was 60 °C. The value of the local heat
transfer coefficient a was determined in accordance with
the values of temperatures on the surface of the wall and
the heat transfer agent. Fig. 3 shows the temperature field
for the following geometric parameters of the finned
walls: fin thickness 1.5 mm, fin height 2.5 mm,
wall thickness 1.6 mm, the distance between the fins
b = 1.3 mm. The calculation was performed for half of a
periodically repeated fragment of the finned wall, so the
size of the base in the x direction is 1.4 mm in the figure.
The temperature values for the corresponding isolines are
given in degrees Celsius. At the base of the wall, the tem-
perature gradient is observed in the y direction, and there
are practically no temperature gradients in the x direction.
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The fin has a temperature gradient in both directions. In
this case, the temperature distributions of the lower sur-
faces of the base and fin are close to uniform, so it is le-
gitimate to use simplified calculation models that assume
uniformity of temperature.

A change in geometric parameters affects the nature of
the temperature field. Fig. 4 shows the calculation results
with decreasing thickness of the fin (0.7 mm) and the wall
(0.5 mm), while the height of the fin and the width of the
base did not change.

357

250 s

¥y, MM

1.5¢

0.5F
55

0.5 1
X, MM

Fig. 3. Temperature field of the finned wall with

the thickness of the fin 1.

Puc. 3. TemneparypHoe
TIpH TONLIMHAX pedpa
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5 mm and the wall 1.6 mm
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1,5 MM u cTenku 1,6 MM

]
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Fig. 4. Temperature field of the finned wall with the thickness
of the fin 0.7 mm and the wall 0.5 mm
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At the base of the wall, the temperature field is sub-
stantially inhomogeneous already in both directions; in a
thinner fin, an increase in the temperature difference in
height is accompanied by a decrease in the transverse
direction.

The heat transfer coefficient of the finned wall. The
heat transfer coefficient & is an important integral charac-
teristic of the heat transfer process of a finned wall with a
heat transfer agent. Of greatest interest are the heat trans-
fer characteristics in the volume of the wall and on the
upper finned surface, therefore, we define the value of &
as the ratio of the transmitted heat power to the tempera-
ture difference of the heat transfer agent 7}, and the lower
smooth surface of the wall, as well as to the area of this
surface. The total heat flux transferred by the wall to the
heat transfer agent was calculated on the basis of solving
the heat conduction problem from the temperature distri-
butions of the upper finned surface 7y and the local heat
transfer coefficient a using the formula o(7; — 7}). The
heat flux was calculated in two model approximations. In
the first case, the local heat transfer coefficient was de-
termined taking into account its dependences on 7T, and
Ty, which are shown in Fig. 1, in the second, the value of
a had a constant value corresponding to the surface tem-
perature, i.e. the value o was set at 7, = 7. Comparison of
the calculation results allows us to estimate the error in
applying the simplified mathematical model, which does
not take into account the heterogeneity of the distribution
of the heat transfer coefficient a over the finned surface.

When solving the problem of heat conduction on the
lower surface of the wall base, an ideal heat supply was
assumed, therefore, here the temperature was set with a

uniform distribution and a value of 7. In the calculations,
the value of 7 varied in the range of 30-70 °C; the tem-
perature of the heat transfer agent in contact with the
upper finned surface was fixed and equal to 7}, = 20 °C.
Fig. 5 shows the dependences k(T}) obtained using both
considered model approximations. Lines 1 correspond to
the wall configuration shown in fig. 3, lines 2 refer to the
wall shown in Fig. 4. The horizontal lines were obtained
as a result of calculations with a fixed local heat transfer
coefficient a, which leads to the constancy of the values
of k. Growing graphs were obtained in the calculations
taking into account the temperature dependence o7, 7}).

From the calculations of two model approximations,
the dependences k(7,) were obtained, the difference be-
tween which increases with the growth of 7 (fig. 5). The
relative magnitude of this difference is shown in fig. 6.
The largest discrepancy is expected to correspond to con-
figuration 2, since higher temperature differences are set
in the fin of smaller thickness, which ultimately leads to
greater heterogeneity of the local heat transfer coefficient
a over the finned surface.

In general, for the considered wall configurations, the
maximum deviation, which is the error of the simplified
model, does not exceed 5 %. Such an error value for
many practical calculations is quite acceptable and the
use of a simplified model for the considered configura-
tions of the finned walls is justified. However, for other
wall parameters and heat transfer agent properties, the
discrepancy may be higher, therefore, in each case, the
admissibility of the use of a simplified model requires
justification and confirmation by evaluating the calcula-
tion error.

7 I T T
6.5¢ _
~ 6 _
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4 . | |
. 0 v 60 70
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Fig. 5. Dependence of the heat transfer coefficient
on the wall base temperature

Puc. 5. 3aBucumMoctu ko3 durrieHTa TemIoneperaun
OT TeMIIepaTypbl OCHOBAHHS CTCHKU
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Fig. 6. Relative error in calculating the heat transfer coefficient
in a simplified approximation

Puc. 6. OTHOCHTEIIBHAS TOTPELIHOCTD pacyeTa Ko duuneHTa Terionepeaun
B YIIPOLICHHOM IPUOIMKCHHI

Conclusion. Thus, the paper analyzes the heat transfer
process in the finned wall of the heat exchanger. Based on
the criteria relations, the temperature dependences of the
local heat transfer coefficient o on a finned surface are
obtained. The temperature field was calculated for two
configurations of the finned wall, and the influence of the
geometric parameters of the wall on the heterogeneity of
the temperature distribution was estimated. The tempera-
ture dependences of the heat transfer coefficient are ob-
tained using two model approximations that differ in tak-
ing into account o, the relative error of the simplified ap-
proximation is determined, which does not take into ac-
count the temperature dependence of the local heat trans-
fer coefficient.
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DESIGN OF A MULTIFUNCTIONAL ELECTRIC PROPULSION SUBSYSTEM OF THE SPACECRAFT
Yu. M. Ermoshkin'”, Yu. V. Kochev', D. V. Volkov', E. N. Yakimov', A. A. Ostapushchenko2
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*JSC “Scientific & Industrial Centre “Polyus”
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A common way to form an electric propulsion subsystem of the spacecraft is to create specialized equipment or to
select the most suitable one from the ready-made ones. However, there are cases when the use of existing equipment is
not optimal enough and leads to an unjustified increase of the subsystem mass. Therefore, the question of creating a
minimum equipment set possibility from which it would be possible to form propulsion subsystems in optimal way is of
interest. The set of tasks, variants of use and possible schemes of placing orbital correcting propulsion on the space-
craft are presented. The list of necessary propulsion subsystem elements is presented as follows: a thruster block, a
tank, a xenon feed unit, a power processing unit consisting of a power unit and switching units, the complete set of ca-
bles and pipelines, the software and mechanical devices for control of the thrust vector (as an option). The necessary
capacity of propellant tanks for the tasks of correction and raising of the satellite to GEO with a high-pulse Hall
thruster is defined: for orbit correction tasks — up tol100 kg, for orbit correction and raising to GEO tasks — up t0200
kg. Necessary angle rates of mechanical devices for control of the thrust vector are defined taking into account possible
schemes of placing thrusters on the spacecraft. It is shown that in cases when it is required to apply two or more thrust-
ers to increase overall thrust, it is more preferable in the weight aspect to apply a combination of power and switching
units instead of monoblock type of power processing units, and advantage can reach tens of kilograms. Provided the
listed set of functional units is created, the offered concept will make it easy to form propulsion subsystems of the
spacecraft for solving a wide range of tasks. It will reduce the time and money spent on creation of propulsion subsys-
tem for new spacecraffts.

Keywords: thruster, spacecraft, power processing unit, tank, propellant feed unit, orbit correction.

MOCTPOEHUE MHOT O®YHKIIMOHAJILHOM JIEKTPOPEAKTUBHOM JIBUTATEJBHOMN
MNOACUCTEMBI KOCMHUYECKOTI'O AIIITAPATA

10. M. EpMOLHKI/IHl*, 0. B. Koues!, J1. B. Boakos!, E. H. SIkumos', A. A. Ocmnymem(o2

'AO «Mu}popMarmoHHbIe CIlyTHUKOBBIE CUCTEMBD» UMEHU akagemuka M. @. PemerHeBay
Poccuiickas ®enepanms, 662972, r. XKenesnoropck Kpacuosipckoro kpas, yi. Jlenunna, 52
?AO «Hay4HO-npou3BOACTBeHHbII 1eHTp «IT0TI0CH
Poccuiickas ®enepanust, 634050, r. Tomck, npocmn. Kuposa, 568
"E-mail: erm@jiss-reshetnev.ru

Pacnpocmpanennvim cnocobom ghopmuposanus 31eKkmpopeaxmueHol 08UeamenbHOU NOOCUCHEMbl KOCMUYECKO20
annapama s8semcsi Co30aHue Cneyuatu3upo8aHHo20 000py008aHUs. UIU NOO0OOp Haubolee NOOX0OAUe20 U3 Ve
20mo06020. OOHAKO HepedKU Cayyau, Koeoa NpumMeHeHue UMerwe2ocs obopy008anus HeOOCMAMOYHO ONMUMATLHO
U nPUBOOUM K HeonpasOaHHOMY YEeIUYeHu0 Maccol noocucmemsl. Tlosmomy npedcmagisem unmepec ONPoOC O 603-
MOAICHOCIU CO30AHUSL HEKOMOPO20 MUHUMATILHO20 HAOOPA 060PYO08AHUs], U3 KOMOPO2O MOJICHO ObLIO Dbl ONMUMATb-
HbIM 00pasom gopmuposams Osucamenvhvlie noocucmemvl. I[Ipedcmasnen nabop 3a0ay, 6apuarmsl UCHOIb308ANHUS
U BO3MOJICHbIE CXeMbL pa3MeujeHuss dgueamenel Koppekyuu opoumsl Ha Kocmudeckom annapame. Ilepeuenv neobxoou-
MBIX 27IeMEHMO8 INeKMPOPEAKMUBHOU 08USATNENLHOU NOOCUCMEMbL NPEOCMABIEH CIeOVIOWUM 00pa3om: OJIOK KOppeK-
yuu, bax, 610K nooayu pabouezo meia, cucmema npeodoPA306anUs U YRPAGIeHUsl, COCMOAWAs U3 OMOETbHO BbLINOIHEH-
HO20 CU08020 O0KA U KOMMYMAYUOHHBIX OIOK08, KOMIIeKm Kabenel u mpybonpoeooos, npoepamMmMHoe obecneuetue
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U NPUBOOHBIE MeXaHU3Mbl OJisl YAPAGIeHUs 6eKMopom mseu dgueamernell (kak onyus). Onpedenena Heobxooumas eme-
cmumocmy 6aKo8 pabouezo mena 0Oas 3a40a4u KOPPEeKyuu U 008bl8eOeHUsT CHYMHUKA HA 2e0CMAYUOHAPHYIO OpOUmy npu
UCNONB308AHUU 8bICOKOUMNYIbCHO20 XOLI08CK020 Osueamens: 0o 100 ke ona 3a0au koppexyuu opoumuol, 0o 200 ke ons
3a0au 008vigedeHust u koppexyuu. C yuemom cxemvl pasmeujenus ogueameneli Ha KOpHyce KOCMUHeCKo20 annapama
onpedeienvl mpebyemble yeivl NPOKAUKU OJisl MEXAHUZMO8 YNPAGIEHUsL. 6eKMOpomM mseu dsueameneti. I[lokazano, umo
8 CIYUAAX, K020A 05 YBeIUYeHUs. CYMMAPHOL msazu mpeOyemcs npumeHams 08a u Ooiee 08uzamens, 8 6eCOOM OMHO-
weHUU 8bl200HEee NPUMEHSIMb GMeCnO MOHOOIOYHBIX CUCHEM NPeobpaz0eanus u Ynpaesienus KOMOUHAYUIO U3 CUIOBbIX
U KOMMYMAYUOHHBIX OIOKOS, NPUYeM NPeuMymecmeo MONICen 00Cmueams 0ecsimkos Kunoepammos. Ilpu yciosuu cozoa-
HUSL NEPEeUUCIeHHO20 Habopa QYHKYUOHATbHBIX OIOKO8 NPeONOJNCEHHAs KOHYEeNnYusl NO3GOIUM 1e2KO (opMuposams O6u-
2ameinvHble NOOCUCTEMbl KOCMUYECKUX annapamos OJisi peuleHuss O0CMAmoyHO WUpoKo2o Kpyea 3a0ay. Jmo no3eonum
CHU3UMb 3amMpamul PEMEeHU U CPeOCMS Ha CO30aHUe 08ULAMENbHBIX NOOCUCTNEM OJIsL HOBbIX KOCMUYECKUX ANNapamos.

Knrwouesvie cnosa: osueamens, Kocmuueckuti annapam, cucmema npeodpazoeanus u ynpagienus, 6ax, 610Kk nooayu
pabouezo mena, Koppexyus opoumal.

Inroduction. A considerable part of automatic space- 4) correction of the spacecraft orbit in the HEO
craft (SC) contains propulsion subsystems that perform  (highly elliptical orbit);
the tasks of correcting the orbit and controlling the angu- 5) finding main stage solutions for placing the interor-

lar position of the spacecraft. These subsystems can be  bital transfer of payloads or the scientific spacecraft to the
built on the basis of chemical fuel thrusters or on the basis ~ bodies of the solar system, service unmanned spacecraft
of electric propulsion (EP). Of the many types of EP, the  flight support (servicing the spacecraft in the GSO, tow-
most widespread are ion and plasma thrusters [1]. They ing spent satellites into disposal orbit, etc.);
are mainly used for tasks requiring high total pulse costs The composition of the multifunctional propulsion
(from 3000 kNs and more). Their advantage over thrust- ~ subsystem and the architecture of power processing units
ers using chemical fuels lies in significantly greater pro- ~ can be different depending on the tasks to be solved and
pellant savings. However, to use EP it is necessary to ap-  the selected conﬁguratior} 0.f thrusters. These differences
ply special on-board electronic devices (in the domestic ~ aI¢ @ consequence of optimization (_)f the propulsion sub-
literature — conversion and control systems (SPU), in the ~ Systemin terms (‘>f.mass charactensglcs. .
foreign literature — Power Processing Unit (PPU)), which The composition of the electric propulm.o.n subsys-
convert the on-board supply voltage to the voltage neces- tem. Accordmg’ to the tasks, the full compos%tlon pf the
sary for the thruster to work. electng propulsion subsystem can be determined in the
The choice of thruster size and the construction of the ~ following way. , , , o
propulsion subsystem including the PPU architecture, 1) A propulsion unit or a correction unit, consisting, as
depends on the size and type of the spacecraft and the & rule, of a gas distribution unit (BGR) and a thruster it-
amount of tasks assigned to the propulsion subsystem. self, containing an anode blog:lf and two cathodes. Note
This volume, characterized by the magnitude of the total that the dome; tic school tradltlonauy prefers the use of
momentum and thrust, can vary by several times. Accord- two cathodes in orde}r to reserve thls. rather complex and
ingly, the concept of the propulsion subsystem that solves F)ade}ii eleniegt, but md forelgrtll prelljcnc(el, cathode ,fe serva:
these problems should be significantly different. Obvi- fon has not been used recently, basec on operating ex
ously, the best solution in terms of minimum total mass is perience and calculated cathode reliability indicators.

. . . The number of propulsion units in the system can be
to build a propulsion subsystem based on specially de- different depending on the tasks being solved — from 1 to 8.
signed blocks for each individual task. However, the crea-

" ¢ blocks of th b h K Both an ion and a plasma thruster can be used as an
ton of new blocks of the subsystem (t rusters, tanks, — ¢huister for a multifunctional electric propulsion subsys-
PPU) is associated with significant cost and time. There-

P . . Jiff b is of d-th tem. In this article, we consider the use of a high-pulse
ore, 1n practice, a different approach is often used - the plasma thruster, for example, from a number of thrusters

formation of the propulsion subsystem based on a ready-  geveloped at the Keldysh Center [2] or at the Fakel De-
made one, that is experimentally tested or flight-qualified sien Bureau [3]. This type of thruster has a number of
units. This raises the question of what should be the set advantages over an ionic one: smaller mass and dimen-

and concept of these blocks, from which it would be pos-  gjons, relative cheapness with comparable efficient per-
sible to build the propulsion subsystems of different SC,  formance.
easily adapting to various tasks. This article is devoted to 2) Power Processing Unit (PPU). It is necessary to
c.onsidfzration of thiS issue. "l_"he concept of building a IT}UI‘ power one, two, three or four thruster units as selected
‘flfunCthHal electric PTOPUISIQH subsystem ba.sed onalim-  from a specific set. Various possible approaches will be
ited number of types of constituent elements is presented. discussed below. The importance of the search for opti-
The list of tasks for the multifunctional electric  mal solutions for the construction of the PPU is due to the
propulsion subsystem. The following tasks for the multi-  following factors specific to this device:

functional propulsion subsystem used on automatic SC — significant mass;
can be formulated: — a large number of electronic elements, high com-
1) correction of the orbit of the geostationary SC; plexity of the device as a whole;
2) raising a spacecraft to GSO and correcting its orbit; — the high cost of flight samples;
3) raising a spacecraft to GSO and correcting its orbit — significant cost and time when developing new de-
with the simultaneous creation of control moments; signs.
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3) The propellant tank (xenon storage unit). The mass
of the propellant tank is important due to large refueling.
When designing a subsystem, various approaches are pos-
sible: an individual tank for each required refueling or a
set of standard tanks of relatively small dimension or one
large tank that allows various refuels. Obviously, the cho-
sen concept should provide the minimum mass of the tank
design or set of tanks for each typical task or groups of
tasks with similar requirements.

4) Xenon feed unit. This device is necessary to lower
the inlet (tank) pressure to the pressure required by the
operating conditions of the thruster. The range of gas flow
rates provided by such a device can be very large — from
milligrams (for powering the plasma thruster) to grams
per second (for powering gas-jet nozzles, if a gas-reactive
system is used instead of a separate mono-fuel attitude
propulsion subsystem).

5) A set of pipelines and cables connecting gas and
electricity sources with recipients.

6) On-board software (OBSW) for controlling the
subsystem blocks.

7) Mechanical drives for controlling the thrust vector
of thrusters (as an additional option). If such devices are
available, it is necessary to provide an auxiliary gas-
reactive system to create control moments in the initial
modes and modes of ensuring the survivability of the
spacecraft.

The number of thrusters can be different depending on
the tasks to be solved. This issue should be considered in
more detail, since the thrusters and their number are
determining factors in specifying the appearance of the
propulsion subsystem. So, for task 1 (correction of the
geostationary spacecraft orbit) with rigid fixing of the
thrusters, the number of thrusters can vary from 4 to 8
(for example, 4, 6, 8). There are examples of spacecraft
with 8 thrusters (4 for longitude correction, 4 for inclina-
tion correction, fig. 1) with cold reserve, that is, 4 thrust-
ers are the main, 4 are the reserve. There are examples of
applying the scheme with a reduced number of thrusters:
6 (2 for longitude correction, 4 for inclination correction,
fig. 2) or 4 universal thrusters used both for longitude
correction and inclination correction with functional re-
dundancy (fig. 3).

Correcting the orbit of a geostationary spacecraft with
a mass of 3—4 tons, thrust up to 80—100 mN is sufficient,
which can be provided by one thruster [4]. Therefore, to
solve the above problems, one redundant power supply
and control device with the ability to power one thruster
out of 8 or one of 4 is enough. A variant with 6 thrusters
can be provided with some redundancy by a PPU with
powering one thruster out of 8.

For task 2 (raising a spacecraft to GSO and correcting
its orbit), it is necessary to provide increased thrust at the
raising stage to reduce the time of raising. For this pur-
pose special thrusters of increased thrust and power (for
example, type SPD-140) can be used. However, from a
structural and operational point of view, it is more con-
venient to use thrusters of the same type on board, and to
increase thrust at the raising stage make thrusters run to-
gether or in a large number, if the available power of the
power supply system (PSS) of the spacecraft allows.
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Fig. 1. Eight orbit correction thrusters
placing in £Y, £Z directions (4 main, 4 reserve)

Puc. 1. Pa3mernenue 8 nBurareneii KOppeKIuu
TS KOPPEKLIUH OPOUTHI B HAIPaBICHUAX =Y, +7
(4 ocHOBHBIX, 4 pe3epBHEIX)
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Fig. 2. Six orbit correction thrusters
placing in +Y, +Z directions
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Puc. 2. Pa3merenue 6 nsurareneii KOppeKuu
IUTS KOPPEKLUH OpOUTHI B HApaBlIeHUAX +Y, +7

1 2
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v
4

Fig. 3. Four orbit correction thrusters placing in +Y, +Z
directions. Functional reserve

Puc. 3. Pasmerienue 4 nsurareneii KOppeKIuu
JUTS KOPPEKLUH OpOUTHI B HAaNpaBleHUAX Y, £Z.
Pe3zepBupoBanue — GpyHKIHOHATEHOE
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Ly

Fig. 4. Four orbit correction thrusters placing
and two orbit raising thrusters (R) placing

Puc. 4. Pazmernienue uetslpex ABUraTenei
KOPPEKIIUH LTS KOPPEKITHH OPOUTHI
U JBYX JIBUTaTEJeH Ui JOBBIBEACHUS

When there is a rigid fixing on the body of the space-
craft, it is advisable to use at least 2 separate thrusters at
the same time; that is, the usual scheme of 4 or 6 correc-
tion thrusters should be supplemented with two more ex-
tension thrusters (fig. 4). It is advisable to place them
along the + X axis, directing a jet stream into an area free
of spacecraft structural elements. For the thrust impulse to
be produced by these thrusters in the + Y direction, that
is, along the velocity vector, the satellite must be turned
around the Z axis by 90°. It is also necessary to provide
the ability to power 2 thrusters at the same time from a
choice of 6 or 8. It should be noted that at the raising
stage due to its limited time (no more than six months
with a service life of 15 years or more), it is possible to do
without reservation of power converters in the PPU, and
use 2 thrusters.

If the thrust of 2 thrusters at the raising stage is not
enough, then one or two thrusters can be additionally used
(within the available power of the PSS), (fig. 5). It means
that facilities should be provided to power them.

When installing thrusters on drives similar to Euro-
pean ones developed for the EUROSTAR 3000 spacecraft
[5] for example, there is a possibility in principle to obtain
the thrust of two thrusters at the same time in the same
direction in addition to creating control moments along at
least two axes (see. fig. 3). In this case, it is necessary to
power two thrusters out of 4.

Construction of a power processing unit of thrust-
ers. An important issue is the formation of the construc-
tion concept of the PPU to provide power to the thrusters.
The traditional approach is to create a specialized device
for the most common applications of thrusters, that is, to
ensure the operation of one thruster from as selected 2, 4
or 8 [6; 7].

However, to solve the whole spectrum of problems,
especially where simultaneous operation of two or more
thrusters is required, the use of such control systems is not
rational enough, since it requires the use of two or more
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Fig. 5. Four orbit correction thrusters placing
and four orbit raising thrusters (R) placing

Puc. 5. Pazmernienue uersipex ABUraTenei
KOPPEKLIUH [T KOPPEKIIMHA OPOUTHI
U YeThIpeX JBUTaTeNIeH JJIsl JOBBIBEICHUS

control systems, or the development of special modifica-
tions of the device for simultaneously powering several
thrusters, which is irrational, as it leads either to addi-
tional mass costs, or requires a new development with the
corresponding costs of time and money. It is possible to
propose another approach, which will minimize both the
mass costs for solving various problems, and the costs of
developing PPU. According to this concept, it is neces-
sary to separate the tasks, that is, to create an unreserved
power block that allows directly (without switching)
powering one thruster and two switching blocks - to
power one of two thrusters (we will designate it conven-
tionally SU-2) and one thruster of four (SU-4). It is shown
below, in tab. 1 and fig. 6-14 that a combination of these
three blocks can provide, with the necessary level of re-
dundancy, the supply of one, two, three, four thrusters
from a certain set. Possible options for powering the PU
using power and switching units are presented graphically
in fig. 6-14.

Evaluations based on the current level of commutation
technology excellence show that when solving tasks in-
volving only one thruster during the entire mission (pow-
ering one of four, six, or eight thrusters), the option of
using monoblock PPUs is more preferable. However, if it
is necessary to power two or more thrusters, the use of the
above mentioned combination of power and switching
units can achieve significant mass savings while main-
taining the required level of redundancy. Moreover, the
advantage can reach tens of kilograms, which is a very
significant amount, which may justify the costs of the
development of power and switching units.

For the case when simultaneous operation of two
thrusters at the same time for a limited period of time is
required (for example, when raising a spacecraft to GSO),
the cold reserve in the power unit can be abandoned, and
then only two power units are used, in this case the weight
advantage of the options based on combinations of power
and switching units is increasing even more.
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Table 1
Options for constructing a thruster power circuit
Task Number | Powering op- Number of units AMs [kg]™
of tion Monoblock PPU Version based on a power unit
thrust- version and switching units
ers PPU for PPU for Power SuU-2 SU-4
powering | powering 1 unit
1 out of 4 out of 8
thrusters thrusters
Geostationary and highly elliptical SC
1. Correction of GSO 8 1 out of 8 — 1 2 - 2% Minus 13
2. Correction of GSO 6 1 out of 6 — 1 2 1* 1* Minus 8
3. Correction of GSO 4 1 out of 4 1 - 2 — 1 Minus 8
4. Correction of HEO 4 2 out of 4 con- 2 - Rlo - 1* 11
stant
5. Correction of HEO 6 2 out of 6 con- - 2 Rlol 1* 1* 18.5
stant
6. Final ascent and cor- 4 2 out of 4 tem- 2 - 2 - 1 25.5
rection of GSO porary, 1 out of
4 constant
7. Final ascent and cor- 6 2 out of 6 tem- 0 2 2 1* 1* 33
rection of GSO porary,
1 out of 6 con-
stant
8. Final ascent and cor- 8 2 out of 8 tem- 0 2 2 - 2% 28
rection of GSO porarily,
1 out of 8 con-
stant
9. Accelerated final 8 4 out of § tem- 4 - 4 1* 1* 56
ascent and correction of porary,
GSO 1 out of 4 con-
stant
Sustainer task
10. Long continuous 2 2 out of 2 2 - 3H* 1 - 16
operation (acceleration, 2 - - 38
braking)
11. Long continuous 3 3 outof 3 3 - 4*x* - 1 30
operation (acceleration, 3 - - 57
braking)
12. Long continuous 4 4 out of 4 4 - SH* — 1 49
operation (acceleration, 4 - - 76
braking)

* if using splitter cables;
** one power unit in cold reserve;

**%* the difference in the total mass of the monoblock PPU version and the variant based on the power unit and switching units.

Thus, the concept of dividing the PPU into power and
switching units is more flexible and allows solving vari-
ous problems that require the operation of several thrust-
ers in a more optimal way compared to the option of
monoblock PPU. There are also options with direct power
supply of thrusters without switching blocks. In this case,
each thruster has its own power unit. The number of such
sets of thruster-PPU can be from one to four in a reason-
able range of available power of the PSS. Another impor-
tant advantage of the concept of constructing a conversion
and control system on the basis of individual blocks is the
absence of the need to develop new variants of mon-
oblock PPU for each new task, which makes it possible to
significantly reduce the time and money spent on creating
a propulsion subsystem.

Estimation of required tank capacity. For the typi-
cal task of raising and correcting the orbit of a geostation-
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ary spacecraft with a mass of 3000 kg for a service life of
15 years, about 4100 kNs (=420 t's) of the total pulse is
required. It is advisable to choose a thruster with a power
of about 2 kW with a specific impulse of up to 2700 s as a
thruster for a promising propulsion subsystem. With this
specific impulse, 156 kg of xenon will be required to pro-
duce this total impulse.

Taking into account 10 % of the reserve for leaks,
non-produced balance and guarantee stock, refueling
should be 170 kg.

Taking into account an additional 10—15 kg to ensure
the operation of the pneumatic system on cold gas, which
is necessary for passing the initial orientation modes and
survivability modes in the version of the system with
drives, the total stock will be up to 187 kg. Thus, a tank
capacity of 200 kg of xenon is sufficient to ensure the
listed tasks.
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POOREOOE

Fig. 6. The powering of one out of eight thrusters or temporary powering
of two out of eight thrusters and constant powering of one out of eight thrusters

Puc. 6. 3anuTtka OHOI'0 ABUIaTeJIsl U3 BOCbMU WJIU JIBYX U3 BOCbMH BPEMEHHO
M OIHOI'0 U3 BOCbMHU ITOCTOSAHHO

PPU PPU

e

TSU-4 TSU-2

EOOE @ G

Fig. 7. The powering of one out of six thrusters or temporary powering
of two out of six thrusters and constant powering of one out of six thrusters

Puc. 7. 3anuTtka OJHOTI'0 ABUIaTeIsl U3 HIECTU WK ABYX U3 IIECTH BPEMEHHO
¥ OJJTHOI'O U3 ECTU NOCTOSAHHO

PPU PPU

~

TSU-4

EOOE

Fig. 8. The powering of one out of four thruster or temporary powering
of two out of four thrusters and constant powering of one out of four thrusters

Puc. 8. 3anutka ogHOTO JABUTATE]IA U3 YCTBIPEX UIIU ABYX U3 YETBIPEX BPEMEHHO
1 OJHOI'0 U3 YETHIPEX NOCTOAHHO
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PPU PPU

— T =

TSU-4

EOOE

Fig. 9. Constant powering of two out of four thrusters

PPU

Puc. 9. 3anuTka 1ByX U3 YeTbIpeX JBUTaTENeH OCTOSTHHO

PPU PPU PPU
TSU-4 TSU-2
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Fig. 10. Constant powering of two out of six thrusters

Puc. 10. 3anuTka OBYX U3 IIECTH ABUTATENCH NOCTOSHHO

PPU

PPU

PPU
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TSU-4

TSU-2
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FOORGOC

Fig. 11. Temporary powering of four out of eight thrusters and constant powering
of one out of four thrusters

Puc. 11. 3anmuTka 4eTpIpex U3 BOCEMH ABUraTelei BpeMEHHO
1 OJTHOTO U3 YETHIPEX MOCTOSHHO
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TSU-2

Fig. 12. Constant powering of two out of two thrusters with PPU reservation

Puc. 12. 3amuTka AByX U3 ABYX IBUTATEJCH MOCTOSHHO C PE3EPBUPOBAHUEM
10 CHJIOBOMY OJIOKY

PPU PPU PPU PPU
|
TSU-4
I
/T /T / ’
M\
T1 T2 T3

Fig. 13. Constant powering of three out of three thrusters with PPU reservation

Puc. 13. 3anuTka Tpex U3 Tpex JBUTaTeNICH IOCTOSHHO € PEe3ePBUPOBAHUEM
TI0 CHJIOBOMY OJIOKY

PPU PPU PPU PPU PPU
] ]
TSU-4
N M M / ’ ’
T\ /T
/T
T1 T2 T3 T4

Fig. 14. Constant powering of four out of four thrusters with PPU reservation

Puc. 14. 3anuTKa 4eThIpeX U3 YETHIPEX ABUraTesel IOCTOSIHHO
C pe3epBUPOBAaHHEM IO CHIIOBOMY OJIOKY
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Table 2

The quantitative composition of the constituent elements of the propulsion subsystem
for the solution of various tasks

. Possible number in the propulsion
Unit
subsystem

PU (thruster) upto 8
PPU (power unit) up to 5
SU-2 (switching unit with output to 2 thrusters) up to 2
SU-4 (switching unit with output to 4 thrusters) up to 2
XFU (high flow rate xenon feed unit) 1
T-100 (100 kg tank) 1
T-200 (200 kg tank) 1
Cable set 1
Pipeline set 1
On-board software (OBSW), set 1
Gas-jet nozzles (for version with actuators) up to 8
Additionally

Two-stage drive with flow angles + 90° 4
Orientation device with two-stage drives and rods 2

It should be noted that in the presence of a monofuel
propulsion subsystem, it is possible to abandon a pneu-
matic system using cold gas and drives to create control
moments.

If the task of final ascent is not set, then about 200 t's
from the total impulse will be enough to ensure orbit
correction. Consequently, a tank capacity of 100 kg
is sufficient, taking into account the reserve for leaks,
non-produced balance, guarantee balance and reserve to
ensure the operation of the pneumatic system on cold gas
(if any). Thus, for the operation of the propulsion subsys-
tem, it is enough to have tanks with a capacity of 100 and
200 kg. It is desirable that the tanks have identical dimen-
sions and design, different only in the thickness of the
pressure restraint layer and weight, for example, on the
basis of the tank developed at ISS JSC [8]. If it is neces-
sary the combination of such tanks can easily obtain a
total capacity of 300 and 400 kg. Taking into account the
actually achieved perfection of the design of the tanks,
characterized by the value of the tank coefficient (the ra-
tio of the mass of the tank to the maximum refueling) of
about 0.1, the mass savings in the case of creating a tank
with a capacity of 200 kg can reach about 10 kg, for a
tank with a capacity of 100 kg — up to 20 kg compared to
the option of placing the stock of the propellant in a tank
with a capacity of 300 kg.

Xenon feed unit requirements. When xenon con-
sumption in one thruster is about 4 mg/s and there is a
simultaneous operation of up to 4 thrusters, then it is nec-
essary to ensure consumption up to 16 mg/s. When
maximum 4 nozzles operate simultaneously it is neces-
sary to ensure a flow rate of about 1.6 g/s for the pneu-
matic system to work on cold gas. Thus, when there is a
pneumatic system, a xenon feed unit with a very large
flow range from 4 mg/s to 1.6 g/s is needed.

Basic requirements for the drive (orientation
mechanism) of thrusters. a cross-shaped arrangement of
4 thrusters (fig. 3) is taken as a basis with an optimal de-
viation of the thrust line from the Z direction of 20-25 °,
then to create thrust in the Y direction (for a final ascent)
it is necessary to deploy two thrusters at an angle of about
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70°. To provide pitch control torque (around the Z axis),
one or two thrusters must be turned towards + X at
an angle of about 90°. Thus, it is desirable to have
a two-stage drive for one thruster with pumping angles up
to &+ 90°. If rods are also provided for changing the posi-
tion of the thrusters, drives of this type can be placed in
their root and end parts.

In view of the foregoing, the quantitative composition
of the constituent elements of the propulsion subsystem
for the solution of the tasks enumerated in tab. 1 is pre-
sented in tab. 2.

Conclusion. It is shown that if a high-pulse plasma
thruster with a power of 2 kW, a power converter unit,
switching units with access to two and four thrusters, a
xenon feed unit with a wide flow range, tanks for 100 and
200 kg of xenon, and also, as an additional options, two-
stage drives or combinations of drives with rods are cre-
ated, then it is possible to form an electric propulsion sub-
system for solving a wide range of tasks — from orbital
correction in the simplest version of four motionless
mounted thrusters to a multifunctional system that pro-
vides raising a spacecraft to the GSO, orbit correction and
creation of control moments. The presence of these blocks
will also allow the formation of propulsion subsystems
for solving various sustainer tasks in a fairly wide range
of available power of the onboard power supply system.
The construction of a conversion and control system in
the form of separate power and switching units will allow
in many cases to reduce weight, simplify the formation of
the propulsion subsystem as a whole, and reduce the cost
of its development. Thus, if the presented concept is im-
plemented, it will create conditions for expanding, in jus-
tified cases, the scope of application of electric propulsion
subsystems and increasing on this basis the overall effi-
ciency of a spacecraft by reducing the mass of the propul-
sion subsystem compared to alternative types, in particu-
lar subsystems based on chemical thrusters.
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THE USE OF SEALED GAS-FILLED EEE-PARTS IN UNITS INTENDED
FOR LONG OPERATION UNDER VACUUM AND INCREASED VOLTAGE ENVIRONMENT

Yu. V. Kochev', Yu. M. Ermoshkin'", A. A. Ostapushchenko®
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Today, the scope of application of electric propulsion systems for orbit correction and spacecraft’s attitude control
is rapidly expanding due to their high efficiency compared to liquid jet systems. The main elements of electric jet sys-
tems are plasma or ion thrusters. To ensure power supply of such thrusters, complex electronic power processing sys-
tems — power processing units (PPU) — are used. These units are capable to operate for a long time (up to 15 years or
more) in a high vacuum environment and generate sufficiently high accelerating voltages — from 300 V and higher.
PPU'’s comprise various EEE-parts, mainly in the case design. As a rule, the technology of their production is such that
air or nitrogen is initially located inside the housing at atmospheric pressure. During the operation of the unit, the non-
absolute hermeticity causes pressure decrease inside EEE housings. Due to high voltages applied, this can lead to elec-
trical breakdowns between current-carrying elements inside the parts, their failure with the subsequent failure of the
functional blocks of the unit. The paper considers the physical principles of the breakdown occurrence inside EEE-parts
cases. The results of non-hermiticity measurements of several types of HV EEE-parts are presented. The dynamics of
the pressure drop to the values dangerous from the point of view of breakdown event and the relevant occurrence
duration are estimated. It is shown that duration of being exposed to the pressure-dangerous conditions can be as long
as spacecraft service lifetime. It can make difficult to use packaged gas-filled EEE-parts at the level of units intended to
operate in non-pressurized compartments of spacecraft. Recommendations are provided for selecting the design of
EFEE parts with an operating voltage of about 300 V or more, as well as circuit solutions used to develop high-voltage
equipment intended to operate in vacuum environment.

Keywords: Paschen law, breakdown, vacuum, non-hermeticity, EEE-parts, power processing unit, spacecrafi.

O MIPUMEHEHWU TEPMETHYHBIX TA3OHANIOJTHEHHBIX SJIEKTPOPATMOU3IEJIUI
B TIPUBOPAX, JJIMTEJIBbHO PABOTAIOIINX
B YCJIOBUSIX BAKYYMA U ITOBBIINEHHOI'O HAIIPAKEHU S
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B nacmoswee epemsa OuHAMU4HO pacuupaemcs cpepa npuMeHeHus 1eKmpopeaKxmueHblx 08UAMENbHbIX CUCTEM
0/ KOppeKyuu opoumsl u YNpagieHus NON0HCEHUeM KOCMUYECKUX annapamos. Jmo 6bi36aHO UX 8blCOKOU IKOHOMUY-
HOCMbIO NO CPABHEHUI0 C CUCEMAaMU Ha 0a3e MHCUOKOCMHLIX peakmusHbix osucameneti. OCHOSHbIMU  dNeMeHmaMu
INIEKMPOPEAKMUEHBIX CUCEM AGTAIOMCS NIA3MEHHble UTU UOHHbIE Osueameny. /s s1ekmponumanus makux ogueame-
Jietl RPUMEHSIIOMCSL CNLOJICHbLE IHEP2onpeodpasyowue 2NeKmpoHHble NPUOOPLL — CUCIEMbL PeodPA308aHUs U ynpasie-
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nus (CI1Y). Taxue npubopul 0onicHbl OumenvHo (0o 15 nem u bonee) pabomams 8 yCiosusx 21yb0Ko20 6aKyyma u npu
9MOM 8bIpabamvléams 0OCMAMOYHO 8blcoKUe ycKkopaowue Hanpsicenus — om 300 B u eviwe. B cocmase npubopog
CIIY npumensiomcsa paziuunvie snexmpopaouousdenus (OPH), npeumywecmeenno @ kopnycHom ucnoanenuu. Kax
NPasuno, MexHONO2USL UX UCOMOGIEHUS. MAK08A, YMO GHYMPU KOPNYCA USHAYATLHO HAXOOUMCS 6030YX WU A30M NpU
ammocgheprom oasnenuu. OOnako 8 npoyecce dKCnIyamayuy npubopa eciedcmaue HeabCcoIOMHOU 2epMemuyHOCMU
kopnycos DPH Oaenenue eHympu Hux cHudcaemcs. B ycio8usx npunodsxcerus NoSbIUEHHbIX HANPAXCEHUI MO MOdHcem
NPUBOOUMd K 03HUKHOBEHUIO DNIEKMPUYECKUX NPOO0es MeHcOy MOKOBeOVWUMU YACHAMU 6HYMPU INEMEHMO8, BbIXO0Y
UX U3 CMpos ¢ NOCAEOYIOWUM OMKA30M QYHKYUOHATLHBIX O10K08 npubopa. B cmamve paccmampusaiomes guzuieckue
NPUHYUNDBL 603HUKHOBEHUS NPODOS 8 NOOKOPNYCHOM npocmpancmee snekmpopaououzoenui. Ilpusedenvt pesynomamoi
usMepenus He2epMemuyHOCMU HeKOMOPbIX MUNo8 8uicokosoabmuvix IPU. [laemcsa oyenxa ounamuxu chada oasnenus
00 ONACHOU ¢ MOYKU 3peHUss NPpoOOs 30HbL U OIUMETLHOCIU HAX0XNCOeHus 6 Hell. [lokazano, Yymo OnumenbHoCmy Ha-
XO02ICOeHUs 8 ONACHOU 30He N0 0ABIEHUI0 MOdCcem OblMb CONOCMABUMOTL CO CPOKOM CYHCObI KOCMUYECKO20 annapamd.
Hannoe obcmosmensbcmeo modicem 3ampyoHums npumMeHeHue KopnycHulx 2azonanonnennvix DPH ¢ cocmase npubopos,
npeoHA3HAYeHHIX 051 pabombl 8 He2epMemuiHblX omcekax Kocmudeckux annapamos. Copmynuposansi pekomeroa-
yuu no 6vlO0PY KOHCMPYKYUU 31eKmpopaououszdenuil ¢ paboyum Hanpaxcenuem nopsaoka 300 B u 6onee, a maxkoice
CXEeMHBIX peuleHull npu paspabomke 8blCOKOBOILIMHO20 000PYO08AHUSA, NPEOHAZHAYEHHO20 OJi pabombl 8 8aKyyMe.

Knouesvie cnosa: saxon Ilawena, npo6oil, 8aKyym, HecepmMemuyHOCMb, d1ekmpopaduousoenue, cucmema npeoopa-
306aHUA U YNPABTIEHUS, KOCMUYECKUll annapam

Introduction. As a part of the propulsion subsystems
of modern spacecrafts (SC), electric propulsion engines
(EPE) are increasingly used [1]. This is primarily due to
their better efficiency compared to engines running on
chemical fuel. Various types of engines and devices for
controlling and powering such engines are being devel-
oped all over the world. [2—5]. Further improvement in
the characteristics of electric propulsion engines is di-
rectly related to the increase in the accelerating voltage
generated by the power processing unit (PPU). If the volt-
age of a widely used domestic engine of the SPT-100 type
is about 300 V [6], then in more economical models it is
already about 800 V and higher [7; 8]. In this regard, the
need to use high-voltage element base in PPU devices is

obvious. The reliability of electrical components and their
correct application determines the final reliability of the
onboard equipment, subsystem, and spacecraft itself.
Therefore, the issues of reliability and conditions of use of
EEE-parts are very important and relevant.

It should be pointed that current Russian spacecrafts
are non-hermetic and designed for 15 or more years of
active existence [9]. This means that the EEE-parts used
in the spacecraft equipment, including high-voltage ones,
must also ensure normal operation in vacuum conditions
during this period.

Usually, the design of high-voltage EEE assumes the
presence of a sealed housing, inside of which the active
element is located (fig. 1).

Fig.1. Standard hermetic EEE housing design:
a — external view; b — view with the case cover removed

Puc. 1. KoncTpykuus kopiyca TUIIOBOTO repMeTHyHoro DPU:
a — BHEIIHHUH BUJI; 6 — BUJ| CO CHATOM KPBIIIKOH KOopIyca
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The case is designed to protect active elements during
storage and ground operation from mechanical damage
and from ingress of foreign pollutants or chemically ag-
gressive substances, primarily moisture, which can cause
corrosion. As a rule, air or nitrogen at atmospheric pres-
sure is located inside the case of a manufactured hermetic
EEE. However, it is obvious that the tightness of the EEE
case can not be absolute. During the operation of the EEE
in a vacuum, due to leaks at the place where the cover is
attached to the base of the housing and diffusion directly
through the housing material, the pressure inside the EEE
case inevitably decreases. In accordance with Paschen
law, in the presence of high voltage between the inner
electrodes of EEE and at the value of inner pressure falls
within a certain range (hereinafter ‘“Paschen zone”),
you may experience breakdown, leading to electronics
failure. It is obvious that the consequence of the EEE fail-
ure, depending on the adopted circuit solutions of the de-
vice, may be a decrease in its performance up to a com-
plete failure. Note that the level of hermeticity of EEE
housings is regulated in the technical specifications (TU)
for them and confirmed in the process of qualification
and periodic tests of electrical products. It can be
5-10° = 5-10* cm*mmHg/s in order of value. Confirma-
tion of the hermeticity parameter during the acceptance
tests of the EEE is usually not carried out. It is also obvi-
ous that the actual hermeticity of a particular type of EEE
may vary, as it depends on many technological factors:
the actual size of the case and base of the EEE, the quality
of the cover connection, the amount of glue applied, ex-
ternal conditions during the sealing process, etc.

Taking into account the importance of ensuring the
normal operation of EEE as a part of high-voltage devices
designed to operate in a vacuum it seems appropriate to
consider the problem in more detail and outline possible
ways to solve it. This article is devoted to the analysis of
the causes and conditions of breakdowns in the cases of
hermetic EEE, the forecast of the time when the EEE pro-

ceeds to the “Paschen zone” and the time spent in it, and
the consideration of possible ways to resist this phenome-
non to improve the reliability of high-voltage onboard
devices of non-hermetic SC.

Physical principles of occurrence of electric dis-
charges within the design of EEE-parts. The effects of
electrical breakdowns in high-voltage onboard equipment
are well known and studied. In particular, the fact that
plasma formed by the spacecraft engines that penetrates
into the internal cavities of high-voltage equipment can
create conditions for the occurrence of arc discharges
[10]. There are recommendations for reducing the prob-
ability of electric discharges, for example, minimizing
pointed and curved surfaces of conductors and electrodes
that lead to strong electric field inhomogeneities [11].
However, these recommendations apply to the device
design, EEE and conductors installation. The issues of
electrical breakdowns at the level of the EEE structure are
currently insufficiently studied.

According to generally accepted concepts, an inde-
pendent electric discharge in gas occurs because of an
electrical breakdown when an ignition voltage is applied
between the electrodes. In the case of a homogenous field,
the ignition potential depends on the type of gas and on
the multiplying the gas pressure P by the distance be-
tween the electrodes d. The Paschen law established ex-
perimentally says that the lowest ignition voltage of a gas
discharge (breakdown voltage) between two flat elec-
trodes is a constant value for the same values of the mul-
tiplication P-d (fig. 2) [12].

The theory of the occurrence of a breakdown (elec-
tronic avalanche) in gas was proposed by Townsend [13].
According to this theory the breakdown voltage depends
as follows on multiplying the pressure by the electrode
spacing:

B-P-d
w S Apd M
11'1[7_1
In(l+y7)
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where y is the coefficient that characterizes surface
ionization (the number of electrons knocked out of the
cathode by a single incident ion), B = Agi, A = (PX)",
P is the pressure, A is the free path of electrons under
these conditions, and ¢; is the ionization potential of the
gas molecule (volts).

The diagrams and formulae demonstrate that at a fixed
distance between the electrodes there is a pressure range
(“Paschen zone”), where the conditions for the breakdown
of the interelectrode gap can be created within a certain
electric field. It also follows that the greater the applied
voltage, the wider “Paschen zone”.

On the right side of the Paschen curve, that is, when
the pressure increases, the breakdown voltage increases
due to a decrease in the free path of the electrons and a
corresponding decrease in the kinetic energy they gain
when moving in an external electric field. On the left side
of the curve, that is, when the pressure decreases, the
breakdown voltage also increases, but due to the decrease
in the number of newly appeared electrons because of the
frequency collisions fall due to the decrease in the con-
centration of gas molecules.

The graphs (fig. 2) show that the minimum breakdown
voltage for air is 325-330 V at the parameter value
P-d = 0.5-0.6 mm Hg-cm. It is obvious that for a particu-
lar EEE the constant values are the distance between the
electrodes and the maximum applied voltage, and the
variable value is the air pressure inside the case. It is also
clear that the time of reaching the Paschen zone from the
moment of placing the element in a vacuum and the dura-
tion of its stay in it depends on the volume of the inside
space of the EEE case and the value of the hermeticity
index.

The volume of inner space of some typical EEE, as
shown below (tab. 1), is in a limited range, about
120-1500 mm>. Therefore, the actual value of the her-
meticity index is the decisive factor determining the time
of reaching the Paschen zone and the duration of staying
in it.

Dynamics of pressure changes inside the EEE case.
When considering the change in pressure inside the EEE
case, we can use an analogy with the problem of changing
the pressure in a vessel when air flows out of it into
a vacuum through a small hole. In vacuum technology,
this task is interpreted as pumping air out of a vessel
using a so-called ideal vacuum pump, which is taken as
an environment with zero pressure. The following basic
concepts are applied in the theory of vacuum technology
[14-16]:

By definition, Q = d (PV)/dt — gas flow (leak, flow
rate, or leak indicator) — the amount of gas pumped out of
the vessel per unit of time. This parameter has a dimen-
sion of PA-m*/sec (W) or I'mm Hg/s — for microtubules.
It can be measured and depends on the pressure in the
vessel.

S — speed (velocity) of pumping out of the vacuum
pump or conductivity of the conditional opening — the
volume of gas pumped out by the pump per unit of time.
Dimension — m*/sec, I/sec. The pumping speed character-
izes the pump performance and is determined at a specific
pressure, so it is a fixed value.
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The following relation connects the parameters Q
and S:
0=5-P, @)

where P is the current pressure in the vessel.
Hence, for known initial values Py and Qy:

€)

Based on the definition of the flow, taking into ac-
count the constant value of the volume of the inner case
space V and the negative value of the pressure change rate
(the pressure inside the case of the EEE falls due to mi-
cro-leakage), we can write:

Q:S.p:&.p:_V.d_P 4)
F dt
or
&.dt:_d_l). (5)
V-F P

After integrating (5) from 0 to ¢ and from P, to P, we
get the time of pressure reduction inside the case from P
to P:

V-B

9

Accordingly, the value of the pressure inside the case
in time ¢ after placing the EEE in a vacuum is:

-,
P=p-e V. (7

It should be noted that the standard conditions for de-
termining leaks are pressure difference between the inner
and outer sides of the product AP = 10° PA (1 atm), test
gas — air, temperature —298 K. The flow of a leak in stan-
dard conditions is indicated by the symbol B. However, in
practice, the leak value is determined not by air, but by
the test gas, (in most cases — helium). For the molecular
flow regime, the ratio between the flow in standard B and
test Q conditions is valid [16]:

t= : ln(%) ) (6)

—. ®)

where Mr = 4 — is the molecular weight of the sample
gas (helium), Mg = 29 — is the molecular weight of
the air.

Since in this example we consider the outflow of air
from the EEE case, and the flow Q is determined experi-
mentally by helium, in formulas (6), (7), the parameter O,
should be multiplied by the value (My/Mg) "* = 0.375.
Then the formula (6) is refined:

VR
1=2,67-—2

P
‘In(=2). ©)
b P
If ¢, is the time of pressure reduction from the initial
Py to the upper border of the Paschen zone P, and t,
is the time of reduction to the lower border P, then the
interval of time spent in the Paschen zone:
V-P, P
At=t,—t, =2,67-—"-In(-1).
0 1)

(10)
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To estimate the time of pressure reduction from at-
mospheric to the upper and lower limits of the dangerous
range, it is necessary to know the level of actual
non-hermeticity of the EEE case, that is, the value of the
leak Qy. The main factor affecting this indicator is the
design of the element and the method of sealing the hous-
ing. Depending on the design and manufacturing method,
elements can be distinguished: a) with ceramic housings,
the hermeticity of which is provided by an adhesive con-
nection; b) with metal-glass housings, the hermeticity of
which is provided by welding; ¢) metal-ceramic housings,
the hermeticity of which is provided by seam-roller weld-
ing. At JSC “SPC “Polyus”, samples of some high-
voltage EEE manufactured using various technologies
were tested. They showed that the actual value of the
hermeticity index is 1-2 orders less than in the technical
specifications (TS) per element, that is, the actual leak is
significantly less than indicated in the TS. The test results
for various types of EEE are shown in tab. 1.

Using the formula (10), we estimate the time required
for the pressure in the inside the housing to decrease from
the initial value of 1 atm to the Paschen zone, as well as
the time spent in this zone (fig. 3), based on the norm of
the hermeticity index for the TS and the measured values
(see tab. 1). Since the actual value of the leak has a
spread, the maximum possible duration of stay in the dan-
ger zone for this type of EEE is equal to the difference
between the time of exit from the zone at the minimum
leak and the time of entry at the maximum leak.

The calculated data on pressure drop times for various
levels of hermeticity index, operating voltages and types
of EEE, shown in tab. 1, are presented in tab. 2. The
considered types of EEE do not have protection of the

electrodes with an insulating compound, with the excep-
tion of type 2.

Analysis of the results obtained. From tab. 1, 2 and
fig. 3, we can conclude the following:

1. The actual level of the hermeticity index is usually
1-2 orders lower than the level recorded in the TS per
element.

2. The actual level of the hermeticity index depends on
the design of the EEE and has the highest values (maximum
leak) for EEE with ceramic housings, the hermeticity of
which is provided by an adhesive connection.

3. There is a significant variation in the actual values
of the hermeticity index of a particular type of EEE (up to
40 times), due to various technological factors.

4. The time to reach the upper border of the Paschen
zone from the start of operation in full-scale conditions, as
well as the duration of stay in this zone depends on the
actual level of the EEE hermeticity index, the value of the
subcase volume and the maximum operating voltage be-
tween the internal electrodes. The duration of being in a
dangerous zone can range from two weeks to several tens
or even hundreds of years.

These conclusions, at least, call into question the pos-
sibility of normal operation of gas-filled high-voltage
housing EEE in vacuum, since during the long-term op-
eration of the product (15 years or more), elements of this
type must necessarily fall into the Paschen zone with an
increased risk of breakdown.

In addition, the analysis of existing domestic standards
regulating the methodology of qualification and acceptance
tests of EEE was carried out. It showed that tests of high-
voltage EEE for the occurrence of electrical breakdowns
in the sub-housing space are not currently provided.

1, 3 EEE types

Pressure, mmHg

M £2429,6

100 1000 10000

(=]
h

Time, days

Fig. 3. Graph of pressure drop at the rate of hermeticity index for TS with indication
of the Paschen zone for each type of EEE
(pressure, mmHg; types of EEE; time, full day)

Puc. 3. I'paduk ciaga naBineHus Ipy HOpME HOKa3aTessi repMeTHaHoCTH 1o TY
¢ ykazanueM 30HbI [lamena st kaxxaoro tumna OPU
(maBnenue, MM pT.cT.; TUnBl DPU; Bpems, cyT.)
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Table 1
Design, parameters, regulated and actual levels of the EEE hermeticiry index of various types
Type Design Opera- Inner Min Hermeticity index Qo
tional volume | distance Qo (TS), (measured
voltage between valume) Quan-
(TS) elec- tity
trodes
\ mm’ mm cm3~mmHg~s‘1 cm3~mmHg~s‘1 item
1 Ceramic housings, hermeticity 600 120 0.5 510 7.6:10° — 97
provided by an adhesive con- 9.810°
nection
2 Metal-glass housings, her- 800 1500 1.5 5107 1.9-10° - 15
meticity provided by welding 7.5:107
3 | Metal-ceramic housings, her- 600 120 0.5 510" 2.6:10° - 15
meticity provided by seam- 9.5-10°
roller welding
4 Metal-ceramic housings, her- 450 230 0.5 5107 210 - 15
meticity provided by seam- 5.510°
roller welding
Table 2
Time of pressure decline to the Paschen zone, duration of stay in it
for the EEE of different types and different hermeticity indexes
Type of Paschen zone, Hermeticity index, Time of decline to the | Time of decline to the The duration of
EEE mmHg em’mmHg-s™ upper border of the lower border of the stay in the Paschen
Paschen zone, days Paschen zone, days zone, days
1 4-52 TS 15 29 14
act., max 77 — 1869
act., min — 1946
2 1-30 TS 2277 4674 2397
act., max 1518 — 121475
act., min — 122993
3 4-52 TS 15 29 14
act., max 796 — 4892
act., min - 5688
4 5-32 TS 342 543 201
act., max 3111 - 10458
act., min — 13569

From the above, we concluded that the use of high-
voltage gas-filled EEE as part of devices that operate for a
long time in vacuum without additional measures that
reduce the probability of breakdown is associated with
high risk.

Possible ways to solve the problem of ensuring
long-term operation of high-voltage devices in vacuum
conditions. We can offer developers of high-voltage de-
vices with a long service life, designed to work in a vac-
uum the following logic for designing devices using high
voltage EEE:

1. If possible, build the device circuitry in such a way
that the maximum voltage between the internal EEE elec-
trodes does not exceed the breakdown voltage according
to Paschen law (with some extra), for example, not more
than 250 V.

2. If it is impossible to avoid operating modes of high-
voltage EEE with a voltage of about 300 V or higher, then
you should use a special version of EEE, which would
exclude the possibility of a breakdown according to the
Paschen law. In particular, JSC “SPC “Polyus” consid-
ered the following options for modification of EEE hous-

249

ing: a) coating the internal electrodes and the crystal with
insulating compounds; b) partial filling of the inner cavity
with an insulating compound; c) total filling of the inner
cavity with an insulating compound.

Experimental studies have shown that the best solu-
tion in terms of ensuring the resistance of the EEE to elec-
trical breakdowns is option b), that is, a continuous filling
of the inner space with an insulating compound. Other
methods enhanced the resistance of the sub-housing space
to electrical breakdowns, but did not completely exclude
them.

3. Replacing the “small leak” with the “large leak” by
performing special holes in the EEE housing to remove
the internal atmosphere of the EEE during the initial pe-
riod of operation of the device in vacuum. Switching on
the device should be carried out after guaranteed removal
of air from the sub-housing space of the EEE, that is,
when the pressure decreases below the lower border of
the Paschen zone.

Conclusion. An analysis of the operating conditions
of hermetic EEE with gas-filled housing as part of long-
term vacuum-operated devices of non-hermetic design
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shows that EEE of this type due to natural leaks can fall
into a dangerous zone from the point of view of electrical
breakdown by internal pressure. At the same time, the
time of getting into this zone and, more importantly, the
duration of being in it have a significant spread — from
two weeks to several decades, that is, the element can be
in the danger zone for almost the entire life of the SC.
This circumstance bring into question the possibility of
using EEE of this type in accordance with the technical
specifications as a part of long-life devices of non-
hermetic design without special measures to exclude the
possibility of breakdowns due to the Paschen effect.
These measures include reducing the operating and
maximum voltage between the EEE electrodes to the level
below the breakdown level, carried out by special circuit
solutions, modifying the EEE by filling the inside housing
space with an insulating compound, or using specially
designed EEE for working in vacuum (ventilated or in a
non-housing version).
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CHANGE IN MAGNETORESISTANCE IN MANGANESE CHALCOGENIDES
MnSe,.xTex FROM BULK TO THIN-FILM SAMPLES

S.S. Aplesnin'", K. I. Yanushkivich ?

'Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
*Scientific-Practical Materials Research Center NAS of Belarus
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The electrical and optical properties of anion-substituted antiferromagnetic semiconductors MnSel-XTeX
(0.1 <X <0.4) in the temperature range 77-300 K and magnetic fields up to 13 kOe in bulk samples and in polycrystal-
line thin films are investigated. Negative magnetoresistance was found in the MnSel-XTeX solution in the neighbour-
hood with a Néel temperature for X = 0.1 and for a composition with X = 0.2 in the paramagnetic region up to 270 K.
A correlation was established between the spin-glass state and magnetoresistance for X = 0, 1 and 0.2. The optical
absorption spectra were measured in the frequency range 2000 cm-1 < w < 12000 cm-1. A decrease in the gap in the
spectrum of electronic excitations and a several of absorption peaks near the bottom of the conduction band were
found. Coexistence of two crystalline phases was found in polycrystalline films of the MnSel-XTeX system by X-ray
diffraction analysis. Resistance maxima were established in the region of polymorphic and magnetic transitions.
A model of localized spin-polarized electrons with a localization radius varying in a magnetic field as a result of com-
petition between ferromagnetic and antiferromagnetic interactions is proposed. In the paramagnetic region, negative
magnetoresistance is caused by tunneling of spin-polarized electrons during orbital ordering.

Keywords: manganese chalcogenides, magnetoresistance, conductivity, thin films, current-voltage curve.

N3MEHEHUE MATHUTOCOIIPOTUBJIEHUSA B XAJIBKOI'EHUJAX MAPI'AHIIA MnSe, xTey
ITPU INIEPEXOJIE OT OB BEMHBIX OBPA3I1OB K TOHKOIIVIEHOYHbBIM

C. C. Amnecuunn'”, K. U. Slnymxesmny’

'Cubupckuit rocy1apcTBEHHbIH YHHBEPCHTET HAYKH M TEXHOIOTHH MMeHH akagemnka M. ®. Pemernena
Poccuiickas ®enepamms, 660037, r. KpacHospck, mpocn. uM. razetsl «KpacHospckuii pabouuii», 31
IO «HITL[ HAH Benapycu o MaTepHasoBeieHHIO»

Benapycs, 220072, r. Munck, yi. I1. BpoBkwu, 19
"E-mail aplesnin@sibsau.ru

Hccnedosanvl snekmpuieckue u OnmudecKue C60UCMEa AHUOH-3aMEeUJeHHbIX AHMUpePPOMACHUMHBIX NOLYNPOBOO-
Huxose MnSel-XTeX (0,1 <X <0,4) ¢ ooracmu memnepamyp 77-300 K u maecnumnwix noneti 0o 13 k3 6 ob6vemHwvix 06-
Pazyax u NOTUKPUCMALIUYECKUX MOHKUX NieHKax. B meepovix pacmeopax MnSel-XTeX obnapysiceno ompuyamensvhoe
Maznumoconpomuegienue 6 okpecmuocmu memnepamypul Heenst onss X = 0,1 u ona cocmasa ¢ X = 0,2 6 napamaznum-
Hotl obnacmu oo 270 K. Ycmawnoenewa koppensyusi CHUH-CIMEKONbHO2O COCMOAHUS U MACHUMOCONPOMUBIEHUs
o X = 0,1 u0,2 Hsmepenvl cnekmpsl onmuuecko2o noznougerus 8 unmepeaie yacmom 2000 cm-1 < w < 12000 cm-1.
ObHapysiceHo ymenbleHUe weiu 8 CneKmpe 21eKMPOHHbIX 8030VHCOeHUll U PAO0 NUKO8 NO2NOWeHUs. 801U3U OHA 30HbI
npogooumocmu. B noauxkpucmaniuveckux nienkax cucmemsvl MnSel-XTeX natideno cocywecmeosanue 08yx Kpucma-
JUYEeCKUX a3 MemooomM peHmeeHoCmpyKmyprHo2o ananusza. OOHApPYI’CeHbl MAKCUMYMbl CONpOMu6ieHus 6 obracmu
NOMUMOPHHO20 U MASHUMHO20 nepex0008. IIpednosicena Modenb TOKANUZ08AHHBIX CHUNH-NOJAPUZ0BAHHBIX INEKIMPOHOE
€ paouycom NOKATU3AYUU, MEHIIOWUMCI 8 MASHUMHOM NOJE 6 Pe3yibmame KOHKYPeHYuY (eppomMacHUmHbIX U anmu-
Gheppomacnumnuix e3aumodeticmeuil. B napamaznumuoti obracmu ompuyamenbHoe MazHumoCconpomueieHue 8bl36aH0
MYHHEAUPOBAHUEM CRUH-NOTSIPUSOBAHHBIX DNIEKMPOHOE NPU OPOUMATLHOM YNOPIAOOUEHUU.

Kniouesvie crosa: xanvbkoeeHuowvl mapeanya, machumoconpomuejierue, npoeodwwocmb, MOHKUE NI1EeHKU, BAX.
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Introduction. To control spacecraft in extreme condi-
tions with a temperature difference of two hundred or
three hundred degrees, it is necessary to create elemental
electronic microelectronics that operates in these condi-
tions. Traditional electronics operates on silicon and ger-
manium semiconductors operating with an electron
charge. But the electron has a spin and orbital angular
momentum, which is used in spintronics, which takes
advantage of both non-volatile magnetic memory and
high-speed electrical information processing systems. In
spintronics [1; 2], to convert an electric signal, not only
the charge degree of freedom of an electron is used, but
also a spin, which allows creating fundamentally new
spintronic devices. The electron has orbital degrees of
freedom, acting on which it is also possible to regulate the
transport and dielectric characteristics in a magnetic field

In chalcogenides, there is a relationship between
the parameters of the magnetic and electrical subsystems
[3—7] and the effect of magnetoresistance [8—12]. To date,
manganese oxide compounds (manganites of the LaMnO;
type) [13-17], europium chalcogenides, CdCr,Se,, and
HgCr,Se, selenides [18-20] are being intensively studied.
In the MeXMn1-XS sulfide systems (Me = 3d metal) syn-
thesized on the basis of o.-MnS monosulfide and undergo-
ing the metal — insulator transition [21-24], the CMR
effect was found to be comparable with its value in man-
ganites [25-28].

Manganese chalcogenides MnSe and MnTe are anti-
ferromagnets (AFM) and undergo structural and magnetic
transitions with an increase in the degree of hybridization
of manganese cations with Se and Te anions [29; 30]. The
change of the transport properties from the semiconductor
to metal at the temperature near the room one. MnTe
crystallizes in a hexagonal structure of the NiAs type [29].
Mn manganese monoselenide MnSe exhibits a structural
phase transition from the cubic phase to the NiAs struc-
ture in the temperature range 248 K < 7 <266 K [30], and
below this temperature phase coexistence is observed in
the sample.

The antiferromagnet MnTe consists of ferromagneti-
cally ordered spins in the plane that are oriented anti-
ferromagnetically along the hexagonal axis. The spins are
located in the base plane and have anisotropy of the light
plane type with a Néel temperature 7 = 340 K [31].
For MnSe, the Néel temperature in the cubic modification
is TN = 135 K, and in the hexagonal NiAs phase it coin-
cides with the structural transition temperature TS = 272
K. Manganese chalcogenides are semiconductors with p —
type conductivity, which have an energy gap in the spec-
trum of single particle electronic excitations for MnSe
(2.0-2.5) eV and MnTe (0.9-1.3) eV with polaron type
charge carriers [32]. The effect of magnetoresistance in a
magnetically ordered cubic phase was detected on MnSe
samples when approaching the Néel temperature with the
electrical resistivity p = 104 — 103 Ohm - cm [33]. A de-
crease in the metal — anion Mn—Te bond length, according
to theoretical calculations of the band structure [34], in-
duces a change in the crystal structure from hexagonal to
cubic with antiferromagnetic ordering with a binding en-
ergy of one Mn-Te pair EZB, H = —0.31 eV/bond with
bond length RAF = 2.70 A, and with ferromagnetic order-
ing EZB, H = —0.51 eV/bond with RF = 2.71 A. In the
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NiAs structure, the bond length is R(Mn-Te) = 0.273 A.
The lattice constant ¢ = 5.44 A in MnSe with a NaCl
structure is somewhere in the middle between 2RF and
2RH; therefore, when selenium is replaced by tellurium at
low concentrations, the formation of Mn-Te-Mn ferro-
magnetic bonds with anisotropy of the light plane type is
possible. As a result, the formation of the angular phase
and enhancement of the magnetoresistive effect in anion-
substituted MnSe;_yTey solid solutions are possible.
Substitution of selenium with tellurium leads to suppres-
sion of the hexagonal phase and to the single-phase state
of the MnSe, xTex system with a face-centred cubic
structure with space group (225) [35] in the temperature
range 120 K < 7'< 300 K and in the concentration range
0.1 £X <0, 4 [36]. Local non-correlated lattice deforma-
tions are possible, which will cause a change in the
electronic structure and a change in resistance during the
hopping type of conductivity along with changes in the
magnetic properties [37-38].

The aim of this work is to detect the magnetoresistive
effect and to elucidate the microscopic mechanism of the
influence of the magnetic field on the transport properties
of MnSel-XTeX solid solutions (0.1 < X < 0.4) based
on a comprehensive study, electrical resistivity, current-
voltage characteristics and optical absorption spectra
depending on temperature and magnitude of the magnetic
field.

Materials and research methods. The electrical re-
sistivity is measured by a standard four-probe compensa-
tion method using direct current in the temperature range
77-300 K in a magnetic field of up to 13 kOe. Fig. 1
shows a temperature dependence of the resistance of
MnSe, xTey solutions for all compositions (0.1 < X < 0.4).
At T<Ty, a deviation from the linear dependence
Inp = Inpy + AE/T is observed. The activation energy
AE = (0.07-0.09) eV is practically independent of the
composition in these samples.

The effect of a magnetic field on transport properties
was investigated in two ways. First, the change in resis-
tance was measured by the temperature of MnSe; xTex
solid solutions located both in a magnetic field and in its
absence. Secondly, at a fixed temperature, the current-
voltage characteristics were studied in a zero magnetic
field and in a field A = 13 kOe. Fig. 2 shows the current-
voltage characteristics of manganese chalcogenides
MnSe, xTeyx for composition X = 0.1 at temperatures
(100, 140 and 190 K). The U(J) dependences are linear
and independent of the magnitude of the magnetic field at
T < 100 K. It was established that the resistance of the
samples decreases in the magnetic field and the greatest
change (about 100 %) was found in the neighbourhood
of the Néel temperature for a composition with X = 0.1
(fig. 3, a). For a concentration with X = 0.2, a decrease
in resistance was found in the paramagnetic region
at a temperature above the Néel temperature and in the
temperature range 160 K < 7< 270 K is 5 % (fig. 3, b).
For high concentrations, magnetoresistance (MR) was not
detected.

The magnetic moment of the samples was measured
in a magnetic field of 0.8 T in the temperature range
80 K < T'< 700 K in two modes: cooling in a zero mag-
netic field and in a magnetic field of 0.8 T.
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Fig. 1. Temperature dependence of the electrical resistivity MnSe;_yTey
solutions with concentration of X=0.1 (1), 0.2 (2), 0.3 (3), 0.4 (b)

Puc. 1. TemnepaTypHbIe 3aBHCHMOCTH YAEIBFHOTO 3JEKTPOCONPOTHBICHHS
IUTS TBEpABIX pacTBOpoB MnSe, yTey ¢ KOHLIEHTpauel 3aMemeHus
X=0,1(1),0,2(2),0,3 (3), 0.4 (b)

I, hA

Fig. 2. The current-voltage characteristic of the MnSe,_xTey solid solution
(X=0.1) in a magnetic field /=1 T (2) and in a zero magnetic field (1)
at different temperatures 7: 100K (a), 140K (b), 190K (c)

Puc. 2. Bonbr-amiepHas xapakTepucTHKa TBepAoro pactsopa MnSe;_yTey

(X=0,1) B maruutHoM niosie H =1 T (2) u B HyneBoM MarHuTHOM 11o7e (1)
mpu pasHeix Temiepatypax 7 100 K (a), 140 K (b), 190 K (¢)
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The dependence of the susceptibility on the history of
the sample was found. Thus, the susceptibility of a sample
cooled in a magnetic field is lower compared to a sample
in a zero field. The relative change in the magnetic mo-
ment (o (H)-5(0))/c(0) is shown in fig. 3 (curves 3 and 4)
and is in qualitative agreement with the temperature be-
havior of the magnetoresistance.

For X = 0.1, the relative change in the magnetic mo-
ment sharply increases in the neighbourhood of the Néel
temperature and decreases in absolute value at 7= 220 K,
where the magnetoresistance disappears. For a composi-
tion with X = 0.2, a quantitative agreement is observed
between the change in the magnetic moment and magne-
toresistance as a function of temperature. The paramag-
netic Curie temperature (0), determined from the high-
temperature inverse susceptibility, gradually decreases
with increasing concentration of tellurium. In the molecu-
lar field approximation, 6 = 2/3S (S + 1)zJSe for MnSe
and for low concentrations, the paramagnetic Curie tem-
perature of the MnSe;.xTex solid solution can be repre-
sented as 0 = 2/35(S + 1)(zJSe(1 — x) + JTex) or the nor-
malized dependence 0(x)/6(MnSe) = 1 + x(h — 1) is used
to determine the sign of the exchange J(Mn-Te-Mn). The
fitting functions with the ratio of the exchange parameters
A = J(Mn-Te-Mn)/J(Mn-Se-Mn) = -1.25 and -0.25
describe the experimental results well. For concentrations
X <0.3, the sign of the exchange interaction changes to
ferromagnetic with a decrease in the exchange value with
increasing bond length, according to the theoretical pre-
diction [34].

The formation of polarons or regions with a high con-
centration of electron density can be traced from the opti-
cal absorption spectra shown in fig. 4 for compositions
X =02 and 0.4 in the energy range 2000—12 000 cm .
Electromagnetic radiation can be absorbed by charge car-
riers during interband transitions, free charge carriers
within the same energy zone and crystal lattice vibrations.
The low-energy absorption spectrum provides informa-
tion on phonon spectra and plasmon vibrations in semi-
conductors, in the high-energy region, on the band gap, on
the structure of the valence band and the conduction band
near their extrema. For frequencies ® < 5000 cm ', an
increase in the absorption of electromagnetic radiation is
observed, caused by an increase in the electron concentra-
tion and metallization of the samples. However, these
compositions of MnSe; xTex solid solutions retain
the activation type of conductivity. A sharp decrease in
the absorption intensity below the maximum with energy
® =9700 cm™ for X = 0.4 corresponds to the band gap of
MnTe ® = 9100 cm '. Those. at this concentration, Mn-
Te-Mn bonds flow along the lattice. Near the bottom of
the conduction band, additional absorption maxima are
observed with ®; = 6300 cm™' and with @, = 8700 cm !,
located in energy below the bottom of the conduction
band by AE; = 3400 cm ' and AE, = 1000 cm ™. Possibly,
these lines correspond to bound states of an electron and a
hole, which form a hydrogen-like spectrum of excitons.
The spectral line energies are described by the formula
E, = 12-042/n*> eV with exciton binding energy
E, = 042 eV. We estimate the exciton radius from the
formula Rn = n’emag /1, where m is the mass of a free
electron, ag is the Bohr radius of the hydrogen atom, ¢ is
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the high-frequency permittivity for a small-radius exciton
g = 8 for MnSe [39], p is the reduced electron and hole
mass. For p = 0.5m, the exciton radius is R; = 0.8 nm =
= 1.4 A. Small-radius excitons move through the
Mn-Te system and, at different effective masses of the
electron and hole, contribute to the conductivity.

Magnetoresistance model. When anionic substitution
occurs, chemical pressure and a change in the crystal field
of the octahedron arise as a result of the difference in the
ionic radii of selenium and tellurium. At low concentra-
tions, when the octahedron consists of five selenium at-
oms and one tellurium atom, the bond lengths in the octa-
hedron become not equivalent, which leads to a local in-
crease in the crystal field and a change in the electron
density between t,, and e, orbitals, i. e. to the formation of
an electron on the #,, orbital and a hole on the e, orbital
and to a change in the spin state of manganese ions in the
neighbourhood of tellurium ions. The sign of the ex-
change interaction will also change as a result of the dou-
ble exchange of electrons in e, orbitals and the kinetic
exchange in the £, subsystem. Distortion of the octahe-
dron induces the splitting of #,, and e, orbitals with differ-
ent projections of the +—L* orbital momentum onto the
selected axis. The energy of the deformed octahedron
decreases as a result of the rotation of the octahedra in the
temperature range 200-250 K depending on the tellurium
concentration and with a further decrease in temperature,
it is possible that the manganese ions shift with a local
change in the lattice symmetry, for example, of the ortho-
rhombic type.

The microscopic model can be represented as ferro-
magnetic clusters in the neighbourhood of tellurium ions
with a random orientation of the anisotropy axes and with
orbital moments. In the MnSe;.xTex solid solution, we
distinguish two temperature ranges, for X = 0.1 in the
vicinity of the Néel temperature and for X = 0.2 in the
paramagnetic region above the Néel temperature. For a
composition with X' = 0.1, the magnitude of the ferromag-
netic exchange in the clusters exceeds the antiferromag-
netic exchange in the MnSe matrix and an angular phase
forms with a random orientation of the weak magnetic
moment in the cluster in the antiferromagnetic region.
When heated, the interaction between the clusters de-
creases, and the magnetic moments are oriented in the
direction of the magnetic field, as a result, the ferromag-
netic spin-spin correlation function along the transverse
components of the spin increases, and the correlation ra-
dius increases. Above the Néel temperature, spin-spin
correlations and the correlation radius decrease as a result
of thermal fluctuations of the spin moment. In the off-
diagonal Anderson model, this corresponds to a change in
the width of the potential well and is associated with the
temperature dependence of the electron localization radius

in the form §= A|1—T /T N|. The magnetoresistance in

semiconductors, the conductivity of which is described in
a model with a variable jump length, has an exponential
dependence

(p(H)-p(0))/p(0)=exp(-BHE)-1=

= exp(-BH /|[1-T /Ty)|)-1, M
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where B is the parameter, H is the external magnetic field,
& is the electron localization radius [40, 41]. The experi-
mental data on magnetoresistance are satisfactorily
described in the framework of this model with a field
H =028 T and a parameter B = 0.13 T for 7> Ty, and
B =0.05 T in the magnetically ordered region. The fit-
ting functions are shown in fig. 3, a, curve 5.

For the composition X = 0.2, the magnitude of the fer-
romagnetic exchange is much smaller than the antiferro-
magnetic interaction and the electrons are localized within
the lattice constant, in potential wells, the width of which
is fixed and the potential barrier varies with temperature.
Here, one can use the model of tunneling of spin polar-
ized electrons between potential wells in the form

(p(H)-p(0))/p(0)=1/(1+xPP, cos0)-1, (2)

where x is the concentration of the wells, P, is the de-
gree of polarization of the electrons, the angle 6 between
the axes of polarization of the electrons. The spin polari-
zation of electrons is due to orbital ordering. Suppose that
the polarization value P, is the same for all clusters and
disappears at a temperature of orbital ordering 7}, accord-

ing to a power law A, = {,(1-T/ To)l/ % To qualitatively

understand the processes of electron tunneling between
clusters with polarization axes are in the range of angles
from 0 < 6 < 7w, we consider a simple model when
the anisotropy field H, is parallel to and orthogonal to the
external magnetic field. As a result of competition
between the Zeeman interaction and the anisotropy field,
the electron spin (polarization direction) will rotate in the
direction of the external magnetic field with increasing
temperature.

0,2-
0,0+
-0,2-
0,41

160 200 240 280

T,K

80 120 320

Fig. 3. Temperature dependences of the magnetoresistance of MnSe,_yTey
chalcogenide with X=0.1 (1) (@) and 0.2 (2) (b) at H =13 kOe. The relative
change in the magnetic moment ¢ (H) — ¢ (0) / 6 (0) for X=0.1 (3) and
X =0.2 (4). Fitting functions: for a concentration of X = 0.1 (5) from equation
(1) at H=0.8 T, B=0.13 T in the region of T'> Ty, and B = 0.05 T—1
in T'< Ty; for X= 0.2 (6) from equation (5) with parameters 7, =280 K,
T*=160K, n=2/3, A= 0.1, cluster concentration x = 0.08

Puc. 3. TemmeparypHbIe 3aBICHMOCTH MarHUTOCOMPOTHBIICHHS XaJbKOTEHHUA
MnSe; yTeyc X=0,1 (1) (@) u 0,2 (2) (b) mpu H =13 k1. OTHOCUTETBHOE
n3meHenue MarauTHoro Momenta ¢ (H) — 6(0)/c(0) s X = 0,1 (3)

n X=0,2 (4). llogronounsie GpyHkun: s koHneHrpammu X = 0,1 (5)
n3 ypasuenus (1) npu H=0,8 T, B=0,13 T — 1 B o6nactu 7> Ty,
nuB=0,05T-18T<Ty n1aX=0,2(6)u3 ypaBHeHus (5) c mapamerpamu
To=280K, T* =160 K, n=2/3,L= 0,1, xoHuenrpauus kiactepos x = 0,08
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Fig. 4. Optical absorption spectra for MnSe,_yTey solid solutions
with X=0.2 (1), 0.4 (2) at T=300 K

Puc. 4. CiexTpsl ONTHYECKOTO MOTJIOMIEHHUS UTs TBEPABIX pacTBOpoB MnSe; yTey
cX=0,2(1),0,4 (2) mpu T=300 K

The correlation between the spins is determined by orbital
ordering. The energy of the magnetic system has the form

E:—SHCOSO—SHAcos(y—G), 3)
where H, is the anisotropy field, y is the angle between

the external magnetic field and the anisotropy field. The
minimum energy value is achieved at an angle of:

0056:1/\/(1+Hjsin2y/(H+HAcosy)z). 4)

The anisotropy field decreases with increasing
temperature according to a power law in the form
H,=K(1 - T/ T*)", where T* is the temperature at which
the anisotropy field caused by rhombic distortion disap-
pears. The ratio of the magnetic field to the anisotropy
constant is denoted by A = H/K. Then the temperature
dependence of the magnetoresistance is presented in the

form
(p(H)=p(0))/p(0) =

:1/{1+xl’02(1—T/T0)1/2/\/(1+(1—T/T*)2n/kzn. ®

In fig. 3, b, function (5) describes the experimental
results with parameters 7= 280 K, 7* = 160 K, n = 2/3,
A = 0.1, cluster concentration x = 0.08. The tunneling
model of spin-polarized electrons with orbital ordering
explains the experimental results on magnetic properties
and magnetoresistance.

The structure and electrical properties of thin
films. With a change in the dimension of the system, the
physical properties of materials change. In bulk samples
of manganese telluride, the resistance is independent of
the magnetic field; however, magnetoresistance with a
maximum in the region of 200 K was found in thin-film
MnTe compounds [42].

Positive magnetoresistance was found in topological
insulators [43]. In a bulk Bi,Te; sample, magnetoresis-
tance (MR) is about 15 % at room temperature, and in
Bi,Te; thin films the giant MR effect reaches 600 % at
room temperature [44; 45]. The observed large MR values
at room temperature are directly related to a decrease in
the dimension of the topological insulator. The magne-
toresistance on 200 nm Bi,Se; films has a linear tempera-
ture dependence and is retained in strong magnetic fields,
including the high temperature region [46]. The MR ef-
fect is explained by the presence of two channels with
high carrier mobility, which coexists with the usual bulk
channel with a mobility of 60 cm*V'S™" at high tempera-
tures in thin Bi,Se; films [47]. With decreasing tempera-
ture, the carrier density in the channel with high mobility
decreases significantly and free carriers freeze below 85
K, leaving only a conducting bulk channel in the film.

A positive MR may be caused by the competition be-
tween the degenerate orbital states of the electron and
strong electron correlations [48]. In the vicinity of the
transition temperature of the orbitally ordered phase to the
paraphase, the “spectral weight” shifts to the Fermi level.
In this temperature range, the magnetic field again leads
to an increase in the gap width and to stabilization of the
orbital order. For narrow-gap semiconductors with a
width of W =1 eV, the corresponding temperature for the
magnetoresistive effect is 7= 600 K [48].

An increase in the magnetic field resistance in thin
films of Sr,CrWOs antiferromagnets is associated with
the suppression of the long-range antiferromagnetic order
and the formation of a short-range fluctuation region that
enhance electron scattering [49].

When passing from bulk to thin-film samples in the
MnSe and MnTe chalcogenides, the Néel temperature and
activation energy decrease several times [50]. In the
MnSe and MnTe films, the cubic structure of NaCl [51]
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and the hexagonal NiAs structure [52] stabilize respec-
tively. It is possible to detect an increase in the magneto-
electric effect in polycrystalline thin-film compounds
in comparison with bulk samples of the MnSe yTey
system.

Thin film polycrystalline compounds of manganese
chalcogenides MnSe, yTey were obtained by flash method
deposition of previously synthesized solid solutions on
glass slides. The precursors were powders with a grain
size of 0.1 to 0.3 mm. Deposition was carried out in
a vacuum installation for films deposition of type
UVN-71R-2.

The pressure in the reaction chamber during deposi-
tion was 10 °~10"° Pa. The temperature of the tantalum
evaporator was maintained at ~ 2000 °C. The substrates
were located at a distance of 10 cm from the evaporator.
The temperature of the substrates was 250-300 °C.

The evaporator temperature was significantly higher
than the melting point of the solid solutions. Therefore,
when a small mass of material enters the evaporator, it
evaporates instantly, which ensures, after crystallization
on a substrate located at a considerable distance from the
evaporator, the composition and structure corresponding
to bulk substances. A device based on shock vibration
supplied the precursor to the evaporator. The film thick-
ness ranged from 157 nm to 960 nm. The substrates con-
sisted of quartz.

The X-ray diffraction analysis of the thin-film chalco-
genide compounds MnSe; yTey was carried out on a
DRON-3 apparatus in CuKa radiation at a temperature of
300 K after they were obtained and after measurements of
the magnetic and electrical properties. The structure of
thin-film compounds differs from the face-centered cubic
structure of bulk polycrystalline MnSe;_yTey of the same

concentration [51]. According to X-ray diffraction analy-
sis, the substitution of selenium by tellurium in thin-film
chalcogenide compounds of the MnSe, yTey system leads
to a decrease in the peak intensities characteristic of the
cubic structure and leads to the appearance of a nickel —
arsenide (NiAs) hexagonal structure. The lattice parame-
ter increases with increasing concentration of the substi-
tuting element, and the ratio c/a ~ 1.4 is less than 1.63
characteristic of bulk MnTe with a hexagonal NiAs type
structure, which indicates a compression of the hexagonal
densely packed structure.

In the temperature dependence of the resistance
for X = 0.1, a maximum is observed due to the polymor-
phic transition (fig. 5). With an increase in the concentra-
tion of substitution, the maximum is smoothed out. Car-
rier transfer can occur as a result of electron hopping be-
tween domain walls, or due to diffusion of walls. These
are activation processes where the electron mobility is
determined by the expression p=p, exp(—Ea / k,T ),

ba*v . .
where p, = w7 v is the hopping frequency equal to the
0

phonon frequency (~10" Hz), and a is the distance be-
tween domain walls [53]. A process of wall diffusion as a
result of interaction with acoustic spin waves is possible.
The wall flux is proportional to the diffusion coefficient
j ~ D ~ VA, where v is the spin wave velocity, A is the
mean free path, which is proportional to the spin correla-
tion radius A ~ & = B/(1 — T/Ty).

The more spins deviate from the antiferromagnetic ar-
rangement, the less is the energy loss when moving the
wall. The diffusion of domain walls in an antiferromag-
netic matrix increases with increasing temperature
as D~ 1/(1 — T/Ty).

T T
100 150

T
200

T T
250 300

T,K

Fig. 5. The temperature dependence of the electrical resistivity for films
MnSe0.9T¢0.1 (1) and MnSe0.8Te0.2 (2). The dotted line indicates that the
temperature dependence of the resistance is described by a power function (6)

Puc. 5. 3aBUCHMOCTB 2JIEKTPOCONIPOTHBIICHHS OT TEMIIEPATYPHI JUISl IIEHOK
MnSe0,9Te0,1 (1) 1 MnSe0,8Te0,2 (2). [lynkTupHast TUHHS yKa3bIBaeT,
YTO 3aBHCUMOCTH COIPOTHBIICHHS OT TEMIIEPATypPhl OIMCHIBACTCS
cTeneHHoit QpyHkuuei (6)
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Fig. 6. The current-voltage characteristics measured in a zero magnetic
field (empty circles) and field 12 kOe (black circles). MnSe0.9Te0.1
at 7=80 K(1), 180 K(2) and 220 K(3).

Insert: MnSe0.8Te0.2 at 7= 80 K(1), 180 K(2) and 280 K(3)

Puc. 6. BonbT-amnepHble XapaKTepUCTUKU, U3MEPEHHBIC B HYJIEBOM MAarHUT-
HOM IHoJ1e (CBETJIbIe KPY)KKH) U nosie 12 kD (uepHbie kpyxkn). MnSe0,9Te0,1
npu 7= 80 K (1), 180 K (2) m 220 K (3).

Bceraska: MnSe0,8Te0,2 mpu 7= 80K (1), 180K (2) u 280K (3)

The functional dependence of conductivity on tem-
perature is presented in the form

4 B
cs_Texp(—Ea/kT)Jr(l_TJ’ ©

N

where 4 and B are adjustable parameters. For the compo-
sition with X = 0.2, function (1) describes the experimen-
tal results with 4 = 1 10>, B = 0.4 10, E, = 0.021eV.
Above 200 K, the diffusion contribution prevails, and
below the hopping carrier tunneling mechanism does.

The existence of domain walls above the polymorphic
transition is confirmed from the current—voltage (I-V)
characteristics measured at fixed temperatures in a zero
magnetic field and in a field of 12 kOe. Fig. 6 shows the
I-V characteristics for polycrystalline films of the
MnSe;_xTex system (X = 0.1 and 0.2). For samples with a
low substitution concentration, X = 0.1, the [-V character-
istics are linear and independent of the applied field over
the entire temperature range. With an increase in the con-
centration above the polymorphic transition temperature,
the [-V characteristic hysteresis is detected, the width of
which decreases in a magnetic field and, at voltages above
6 V, the hysteresis width changes by 10-20 %. With an
increase in the magnetic field, the density of domain walls
decreases and their mobility decreases.

Conclusion. In antiferromagnetic samples of MnSe;.
xTex with a cubic structure, the effect of magnetoresis-
tance in the neighbourhood of the Néel temperature of
about 100 % was found for a composition with a substitu-
tion concentration of X = 0.1. The decrease in resistance
in a magnetic field is due to an increase in the electron

261

localization radius in potential wells as a result of compe-
tition between ferromagnetic and antiferromagnetic inter-
actions and a reduction in the width of the potential bar-
rier. For a composition with X = 0.2, a negative magne-
toresistance in the paramagnetic state was discovered,
which is caused by the tunneling of spin polarized elec-
trons with orbital ordering and a change in the angle be-
tween the directions of polarization of electrons in poten-
tial wells as a result of competition between the spin in-
teraction with an external magnetic field and anisotropy
field. A correlation was found between the spin-glass be-
havior of the magnetization of samples cooled in and
without a magnetic field and the temperature dependence
of the magnetoresistance.

Peaks were found in the optical absorption spectra of
MnSe; xTey for a composition with X = 0.4. Near the
bottom of the conduction band, there are additional ab-
sorption maxima located in energy below the bottom of
the conduction band. It is possible that these lines corre-
spond to bound states of an electron and a hole, which
form a hydrogen-like spectrum of excitons.

In MnSe, xTex thin polycrystalline films for x < 0.2,
magnetoresistance is absent. The existence of domains
and domain walls from the hysteresis of the I-V charac-
teristic, which decreases in a magnetic field and is caused
by a decrease in the density of domain walls in a magnetic
field, is found.
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FEATURES OF MODELING THE ELECTRON BEAM DISTRIBUTION ENERGY
FOR THE ELECTRON-BEAM WELDING PROCESS

S. O. Kurashkin*, Yu. N. Seregin, A. V. Murygin, V. E. Petrenko

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
*E-mail: scorpion_ser@mail.ru

The energy distribution of the electron beam by means of application of various scanning paths, affects formation of
the weld, which relates to the quality of the welded joints. Experimental studies, conducted by the authors of the article
showed that scanning the electron beam in the form of a raster shape gives the best quality of welded joints; therefore,
the trajectories of a classical raster and a truncated raster are proposed for the electron beam welding process. When
conducting research in this direction, the authors discovered the following regularity: with an increase in the scanning
amplitude along the junction, the vapour-gas penetration channel transforms into a stable cavity, along the front wall of
which the metal melts, and along the side walls it is transferred to the tail of the weld pool.

The discovered effect of the formation of a penetration cavity is to be investigated in electron beam welding of vari-
ous materials and thicknesses. For this the necessary equipment is to be created, allowing to make scanning in the form
of various rasters. To improve the quality of the electron beam welding process, trajectories of a classical raster and a
truncated raster across the joint are proposed. For these scanning trajectories, analytical expressions and families of
calculated characteristics of the electron beam energy density distribution over the heating spot are obtained. Modula-
tion of the electron beam oscillation in the form of a truncated raster across the junction makes it possible to obtain a
two-humped distribution of the beam energy on the surface of the part along the heating spot. The obtained characteris-
tics allow a more meaningful approach to optimizing the process of electron beam welding of various materials.

Keywords: electron-beam welding, modelling, technological parameters, electron beam, optimisation, normal
distribution law.

OCOBEHHOCTH MOJAEJIMPOBAHUA PACHPEAEJTEHWUA SHEPTUU 3JIEKTPOHHOI'O TYYKA
VIS MPOHECCA 3JIEKTPOHHO-JIYYEBOU CBAPKHN

C. O. Kypamkun*, 0. H. Ceperun, A. B. Mypsirun, B. E. [lerpenko

Cubupckuii rocy1apCTBEHHBIN YHHBEPCUTET HAYKH U TEXHOJIOTHH MMeHH akanemuka M. @. Pemernena
Poccuiickas ®enepamms, 660037, KpacHospck, nmpocn. uM. ra3. «KpacHospckuit padbounii», 31
*E-mail: scorpion_ser@mail.ru

Pacnpeoenenue smepeuu 21eKmMpoHHO20 NYYKa NymeMm UCHONb30BAHUA PA3TUYHBIX MPAEKMOPUll CKAHUPOBAHUA
gnusem Ha opmuposanue ceapHoco wied, Ymo C6A3aHO C KAYeCMBOM CE8aAPHO20 COeOUHeHUs. DKCnepumeHmanbhvle
UCCNe008AHUA ABMOPOS CMAMbU NOKA3AMU, YMO HAUTYHUlee KAYeCmeo CEapHuiX COeOuHeHull 0daem CKaHuposanue
INIEKMPOHHO20 NYUKA 8 8UOe PACMPOBOU QOPMbI; NOIMOMY 0I5l NPOYECca INEKMPOHHO-TYHEBOU C8aAPKU NPEON0NHCEHb]
MpaeKmopuy K1accuieckoo pacmpa u yceuennozo pacmpa. Ilpu uccnedosanuu 6 5mom HanpasieHuu asmopami
00Hapysicena credyoujas 3aKOHOMEPHOCHb. NPU YeeIUudeHul aMnIUmyObl CKAHUPOBAHUs 8001b CIMbIKA NAPO2A306bIil
KaHa nponiasieHus mpanc@opmupyemes 8 yCmoudugyo noiocmy, no nepeoreil cnmeHnke KOmopou npoucxooum nias-
JIeHUe Memanid, a no GOKOGbIM CIEHKAM — €20 NePEHOC 8 XBOCTNOBYIO YACMb C8APOYHOU BAHHDI.

Obnapyscennsiti 3¢ppexm 00pazosanus NOIOCMU HPONIABTIEHUS HEOOX00UMO UCCIe008amb NPU INeKMPOHHO-
JY4eBoll ceapKe PA3IUYHbIX MAMepUanos u moasyut. s smoeo 00A4CHA Obimb CO30aHA Annapamypa, pearusyrouas
CKaHupogauue 6 uoe pasiuiHbIX pacmpos. [[ia nosvlueHus Kaiecmsea npoyecca 31eKmpoHHO-IY4e80ll C8apKu npeo-
JI0JHCEHbl MPAEKMOPUY KAACCUYECKO20 U YCeHeHHO20 pacmpa nonepex cmuika. [{na smux mpaeKmopuii CKaHuposaHus
NONYYeHbl AHATUMUYECKUEe GbIPANCEHUA U CeMelicmed pPAcHemHblX Xapakmepucmux HIOMHOCU pacnpeoeneHus]
9Hepaul INEeKMPOHHO20 NYUKA NO namuy Hazpesa. Moldenuposanue Gopm oCYUNIAYUU INEKMPOHHO20 NYUKA & 8ude
YyceueHHo20 pacmpa nonepéx cmuika 0aém 603MOHCHOCHb NOTYYUMYb 08yeopboe pacnpedenenue dHepeuU nyyka Ha no-
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6epxHocmu demanu no naAmmuy Hazcpeea. HOlelteHHble xapakmepucmuxku no3eoJjiAion bonee OCMbICIEHHO NOOXOOUNMb
K onmumusayuu npoyecca 3ﬂeKmp0HHO—]ly'-l88011 C8APKU pA3TUUHBIX MAmMepualos.

Knrouesnie cnosa: JJIEKMPOHHO-1yYesds ceapkda, Moz)eﬂuposanue, mexHojgocuvecKkue napamempeol, aﬂekmponnbni ny-

YOK, onmumuzayus, pacnpedeﬂeHue OHepcuu.

Introduction. The combination of energy and techno-
logical parameters of the process determines the quality of
the weld in electron beam welding (EBW). The electron
beam is a source of highly concentrated energy. The for-
mation of deep penetration by a focused electron beam is
achieved by means of formation of a vapor-gas channel in
which the beam energy is transported. In this case, the
welding seam gets a dagger shape with a characteristic
mushroom formation in the upper part. The process of
forming a weld in this case is oscillatory in nature with a
periodic unstable melting channel. The mushroom-shaped
expansion of the weld in its upper part is connected
with periodic beam scattering on the metal vapor. Such
a welding process is rarely used in practice except cases
of through penetration. The pointed shape of the weld
in the root part leads to the formation of root defects —
voids arising from the displacement of liquid metal by the
penetration channel. In order to avoid such defects, it is
necessary to form a wider root part of the seam. The sim-
plest way to form the radius at the root of the seam is to
defocus the electron beam, which is used in practice
mainly at installations with an accelerating voltage
of 3060 kV.

The beam defocusing does not completely eliminate
the root defects, in addition, the seam takes a shape close
to a triangular one, the penetration depth decreases, de-
formation and tension occurs. Therefore, the defocusing
of the electron beam is used only for EBW products of
small thickness [1].

To prevent root defects, it is necessary to form a paro-
dynamic channel with a sufficiently wide lower part.
From the technical side, the most effective way of influ-
encing the formation of a penetration channel is to oscil-
late an electron beam on the surface of the welded prod-
uct. The current trend in the development of welding
technology is to use complex reamers to form welds with
a given cross-sectional shape. Illustration of an example
of such a development, executed by Steirgerwald
Strahltechnik company, is shown in fig. 1. Application of
digital signal generators allows to create rasters of any
shape with a fairly high resolution of up to 24 bits, which
opens up great opportunities in the field of heat treatment,
welding and soldering, and also plays a key role in solv-
ing the problem of pointing to the joint [2].

The technique for choosing the shape of the electron
beam scan has not yet been developed. At the same time,
a rather large amount of experimental data has been
gathered [3]. The following beam scans are most widely
used: longitudinal [4], x-shaped [4-6], circular and ellip-
tical [6-9], arc and staple [10-13]. Sweep amplitudes
usually vary between 1-3 mm.

Electron beam welding with the rotation of the elec-
tron beam along a circular path allows to gain a signifi-
cant reduction in root defects and peak formation, how-
ever, since the power density in the central part of the
heating zone is small, application of circular scanning
leads to a decrease in the penetration depth compared to a
fixed beam electron beam welding.

Fig. 1. Influence of the beam scanning trajectory on the weld cross-section:
A — without scanning; B — circle; C — eight; D — arrowhead

Puc. 1. BnusiHne TpaekTopruu pa3BepTKH MydKa Ha MOMNEPETHOE CEUCHNUE CBAPHOTO IIIBA:
A — otcyTcTBHe pa3BepTku; B — okpyxHOCTB; C — BocbMepKa; D — HAKOHEUHHK CTpeIIb

267



Cubupckuil scypHan Hayku u mexvoaoeui. Tom 21, Ne 2

The disadvantage of a circular sweep of the electron
beam is also the difference in the directions of the beam at
opposite edges of the weld. At the same time, on one of
the edges, the direction of the beam motion coincides with
the direction of the welding speed, and on the other side,
it is opposite to it, which can lead to uneven formation of
the weld.

n [14], the authors developed a new scanning path
based on energy input. The study suggests applying tra-
jectory instead of a contour to the beam control module
along which the beam follows. As a result, the nominal
energy density and modulation function are experimen-
tally obtained, what makes it possible to determine the
optimal input energy. However, this method of determin-
ing energy, proposed by the authors, is energy and re-
source consuming. Illustration of such a development
is shown in fig. 2.

®

Fig. 2. New trajectories for melting a rectangular area

Puc. 2. HoBble TpaeKkTOpHH AT TUTABICHUS
TIPSIMOYTOJIEHOM 001acTH

In [15], experimental studies on the application of
various electron beam scans with the aim of the qualita-
tive formation of welded joints are presented. The influ-
ence of the following scans was studied: circular and el-
liptical, x-shaped, zigzag, gimlet, raster, triangle, rowing
with oars along isotherms. Studies have shown that the
best scan for the quality of the formation of the weld is a
raster in which the beam is scanned in the coordinate
combined with the junction of the welded product accord-
ing to a unilateral saw tooth law, while the beam moves
from the front of the bath to the tail according to a linear
law with subsequent instant return to the front. Such a
scan facilitates the transfer of molted metal to the tail sec-
tion of the weld pool. During one scanning along the
joint, 16, 32 or 64 scans across the joint along a bilateral
sawtooth path are performed. The scan period along the
junction is 1-2 ms. More detailed studies with scanning in
the form of a raster revealed that with an increase in the
scanning amplitude along the joint from 5 mm when
welding small thicknesses to 15 mm when welding me-
dium thicknesses, the gas-vapor channel transforms into a
stable cavity over the entire penetration depth [16]. The
shape of the cavity was fixed by abrupt discontinuing the
welding process by switching off the accelerating voltage.

Mathematical modeling of the electron beam en-
ergy distribution. In fig. 3 a diagram of electron beam
welding during scanning as a raster is presented. The form
of the weld obtained has almost parallel walls and
a significant radius in the root, what allows root defects
to be eliminated, and instability of the penetration depth
is reduced by 3—4 times. The openness and stability of the
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penetration cavity leads to degassing of the welding pool
and a decrease in porosity. By reducing the proportion of
energy, spent on the evaporation of the material, the pene-
trating ability of the EBW process increases [1].

It is advisable to study the effect of the formation of a
penetration cavity when welding various materials and
different thicknesses. For this, equipment should be cre-
ated, which realizes scanning in the form of various
rasters. In this paper, three types of scanning are consid-
ered: a classical raster, a sinusoidal raster, and a truncated
raster. The objective of this study is to obtain the density
of the energy distribution of the scanning electron beam
on the surface of the part along the heating spot. It charac-
terizes the distribution of energy in the weld pool.

The energy distribution in an electron beam is usually
described by a normal law, which is characterized by
a density probability in the form [17]:

(x-m)
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where x is the coordinate along the abscissa axis, m is the
mathematical expectation, and o is the standard deviation,
characterizing the diameter of the electron beam, and the
concentration of the energy in it. This value is determined
by the electron-optical system of the gun and its focusing
system. It depends on the welding current and is usually
determined in the range of o = 0.05-0.5 mm. The smaller
the diameter of the electron beam, the more high-quality
beam the gun forms.

In order not to take into consideration the specific
value of the standard deviation in the construction of the
characteristics of the density of energy distribution over
the heating spot, we introduce the dimensionless coordi-
nates and amplitudes of the beam scanning along these
coordinates:

y=2, )
(&)

where y is the coordinate along the joint, ¢ standard de-
viation, y 1is the dimensionless coordinate along the joint.
In the system of dimensionless coordinates ¢ = 1

x=2, 3)
(e}

where x is the coordinate across the joint, x — is the di-
mensionless coordinate across the joint.
i=4 4)
c
where A4 is the amplitude, A — is the dimensionless am-
plitude.

It is known that the maximum ordinate of the normal
distribution (1), is equal, corresponds to the point x = m;
as the distance from point m increases, the distribution
density decreases. The centre of symmetry of the distribu-
tion is the scattering centre m. This is clear from the fact
that when the sign of the difference (x—m) is reversed,
expression (1) does not change. If the scattering centre m
is changed, the distribution curve will shift along the ab-
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scissa without changing its shape. The scattering centre
characterizes the distribution position on the coordinate
axis [9]. Therefore, by changing the scattering centre ac-
cording to the corresponding law, one can obtain the en-
ergy distribution density along the corresponding coordi-
nate.

Energy of an electron beam [18]:

W) =U-1-[ [WeWpdxdy, — (5)
where U is the accelerating voltage, / is the beam current,
W (x) and W (y) are the normalized energy distribution
functions along the corresponding coordinates,

T W(x)dx=1, T W(y)dy=1.

—00 —00

Next, let us consider each scan in more detail. Scan-
ning is conducted in the form of a classic raster, while the
movement along the coordinate across the joint is carried
out on a two-sided saw, described by a piecewise linear
function:

x=k-t+m, (6)
where ¢ is an independent variable, k and m are some
numbers, and in case, when, k£ = 1, for a time ¢ = [-1; 1]
for a period 7, this graph will be presented in the form
of a triangular function (fig. 4).

It is known that when changing the mathematical ex-
pectation in formula (1), the graph shifts relative to its
center. Consequently, instead of mathematical expecta-
tion, it is possible to substitute the necessary expression,
for a raster it is a linear function. It is also necessary
to integrate the resulting expression.

The following formula is obtained [18]:

! (v (4, -k-t+m))
2.6°

dt (7)

where, Zx e[1;10], x €e[-15;15],k=1,m=0, x isthe
dimensionless coordinate along the joint, ZX is the di-

mensionless amplitude across the joint, and ¢ is the stan-
dard deviation.
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Fig. 3. A scheme of electron-beam welding when scanning
in the form of a raster:

1 — electron beam gun; 2 — focusing system; 3 — focus current source;
4 — deflection coil; 5 — deflection coil; 6 — product surface; 7 — beam
scan generator

Puc. 3. Cxema 371eKTpOHHO-ITy4eBON CBAPKH IIPU CKAHUPOBAHUH
B BUJIE pacTpa:
1 — 3NeKTPOHHO-Ty4eBast Mymika; 2 — GOKyCHUPYIOIIasi CHCTEMA,;
3 — HCTOYHUK TOKa (POKYCHPOBKH; 4 — OTKJIOHSIONIAs KaTyIIKa,
5 — OTKIJIOHSAIONIAS KaTyIIKa; 6 — IIOBEPXHOCTh U3JENUS; 7 — TCHePaTop
CKaHUPOBAHUS MyuKa
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p ¥

T

Fig. 4. Graph of successive triangular pulses

Puc. 4. I'paduk nocneoBaTeNbHBIX TPEYTOJIbHBIX UMITYJIECOB

A“f
O?| (X) T T
0.6 g
0.5+ Ax n
0.4 -
0.3 : A,
2T N
0.2 S e, 1
01F -
O /‘ i’ i~ | _ X
15 10 0 15

Fig. 5. Energy distribution on the surface for the case of a scanning trajectory in the form of a truncated raster:
Ax1 =1 sz =2; Ax3 =3; A,=4 A5=5 A,=6; A, =T, Axs =8; A9=9; 4, =10

Puc. 5. Pactipenenenue sHepruu mydyka Ha MOBEPXHOCTH JETAIH IIPH PaCTPOBOM CKaHHUPOBAHUU:
A, =1 A, =2, A, =3 Ay=4 As5=5 Ag=6 A, =T, A, =8 A4y=9 4,,=10

Fig. 5 shows a figure with a normal energy distribu-
tion for the case of a scanning trajectory of an electron
beam in the form of a raster across the junction.

Fig. 6 shows the scanning path of the electron beam in
the form of a truncated raster. The scanning trajectory in
the form of a raster is described by formula (8), but addi-
tional restrictions are added in the form of the following

system [18]:

Note that when scanning with a truncated raster on the
definite areas at a definite period the amplitude takes a

A=l npute [0.7; 1.2],

A=-1,mpute [2.6; 3.2]. ®
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fixed value. Therefore, in the formula (7) we add the ex-
pressions with the help of which the peaks, arising at val-
ues equal to the amplitude, are described. We get the fol-
lowing expression:

! (v~ (A, k-t +m))

- T-2-M 1
W(x)= | ——=—exp| - dt+
YTTT JIG'\/Z-TE P 2.6 o)
— _ 2 - — 2
- 4, +( 4,
|

where X is the dimensionless coordinate across the junc-
tion, A, — is the dimensionless amplitude across the junc-
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tion, o is the standard deviation, m = 0, k = 1, M is the the limits of the saturation zone boundaries

saturation time, T is the scanning period. M .
In formula (9), with an amplitude equal to 3 7 = [0.05;0.1;0.15;0.2;0.25;0.3;0.4] and obtain the fol-

and, taking into consideration that the area of the

; : o aer v lowing energy distribution curves shown in fig. 7.
figure with a normal energy distribution, we change

Flx)

0.8

0.6

0.4

0.2

04

-0.6

-0.8

t, [cek]

0 0.5 1 15 2 25 3 35 4
Fig. 6. The shape of the controlling signal in the form of a triangle with saturation zones

Puc. 6. ®opma ynpasiisiioliero cCurqaia B Bujie TpeyroJibHUKa ¢ 30HaMU HACHIIIEHUS

W(x)

0.8 , |

-4 i2 0 2 4
Fig. 7. Beam energy distribution on the surface of a detail when scanning with a truncated raster and changing the

boundaries of the saturation zone

Puc. 7. PacnpeneneHI/Ie OHEPruu nmy4vkKa Ha NOBEPXHOCTU ACTAJIN IIPU CKAHUPOBAHUU YCCUCHHBIM pacCTpOM
U [IpU UBMEHCHUU I'paHUL] 30HbI HACBIIICHU ST
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From the obtained graphs it can be seen that by chang-
ing the value of the saturation zone M, it is possible to
control the amplitude of the two-hump energy distribution
over the heating spot and achieve the best shape of the
weld. In order to use the obtained calculated characteris-
tics, it is necessary to get from dimensionless coordinates
to dimensional coordinates, for this it is necessary to carry
out the following actions [18]:

y:;-c; x:;-c; A=Z~G;

W(x)=%x); W(y>=%y).

As a result of the conducted research, a program was
developed to control the energy distribution over the heat-
ing spot using various scans [19].

Conclusion. 1. For conducting investigations to opti-
mize the process of electron beam welding, it is reason-
able to use scanning electron beam in the form of a raster,
which allows to obtain a stable penetration cavity and
high quality welded joints.

2. The scanning shape in the form of a truncated raster
allows to obtain a two-hump distribution of energy along
the coordinate across the joint, which is necessary to form
a weld with parallel walls and a significant radius in the
root, excluding the appearance of root defects.

3. Numerical modelling of thermal processes to de-
termine the parameters of EWB will significantly reduce
the cost of developing technologies for structures made of
new materials and various thicknesses.
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PLASMOTRON FOR COATING
INTERNAL SURFACES OF COMPONENT PARTS

A. E. Mikheev*, A. V. Girn, I. O. Yakubovich, M. S. Rudenko

Reshetnev Siberian State University of Science and Technology
31, Krasnoyarskii rabochii prospekt, Krasnoyarsk, 660037, Russian Federation
*E-mail: michla@mail.ru

Plasma spraying is one of technologically appropriate, productive and effective methods of applying protective
coatings to component parts produced by aerospace, metallurgical and other industries, objects exposed to high tem-
peratures, dynamic loads, aggressive media, etc. Plasma spraying makes it possible to apply quite a variety of materi-
als, such as metals, oxides, carbides, nitrides, etc. to different surfaces. Certain problems may arise, though, in apply-
ing protective coatings to the inner surfaces of cylinders and complex parts of small size (about 100 mm). These com-
plexities depend on the dimensions of the plasma generator proper. There are no home-produced small-size plasma
torches, they are all imported from other countries. That causes certain problems with delivery, to say nothing of very
high commercial price. One of the ways to improve the situation is to develop small-size plasmatrons capable of apply-
ing high-quality coatings to the internal surfaces of limited-size parts; that may significantly reduce expenses through
import substitution.

The effectiveness of the proposed device is in working out a method of applying high-quality coatings to the inner
surfaces of orifices as small as 60 mm in diameter (operating a plasmatron of smaller size), as well as in significant
cost reduction due to domestic production. Sample calculations show that the price of that plasmatron type will not
exceed 0.5 million rubles.

Keywords: plasmatron, plasma spraying, internal surface coating.
ILJIASMOTPOH /1151 HAHECEHUS TIOKPBITUI HA BHYTPEHHUE ITOBEPXHOCTH U3AEJIUIA
A. E. Muxees*, A. B. I'mpn, U. O. fxy6osmu4, M. C. Pynenko

CubupcKuii TocyJapCTBEHHBIM YHUBEPCUTET HAYKH M TEXHOJIOTHH MMeHH akagemuka M. @. PemietHeBa
Poccuiickas @eneparms, 660037, KpacHosipck, npocn. um. ra3. «KpacHosipckuid pabounii», 31
*E-mail: michla@mail.ru

ITnazmennoe Hanviienus s6IsMCsi OOHUM U3 MEXHOIOZUYHBIX, NPOU3BOOUMENbHBIX U IPherxmueHbix cnocobos Ha-
HeCeHUsl 3aUWUMHbIX ROKPLIMULL HA U30eNUs. AIPOKOCMULECKOU, MEMATLYP2ULECKOL U OpYeUX ompaciell npoMbluLIeHHO-
cmu, noosepaaemvlx 6030€UCMBUI0 BbICOKUX MEMNEPAmyp, OUHAMUYECKUX HASPY30K, a2peccueHbix cped u m. 0. Ilas-
MEHHBIM HANbLIEHUEM NPAKMUYECKU MOJICHO HAHOCUMb J100ble MAMepUabl, maxKue Kax Memanisl, OKCuobl, Kapouosl,
HUMpUObL U m. 0. HA paziuunvle nogepxHocmu. Ho cywecmeyrom npobiemvi N0 HAHECEHUIO 3aUWUMHBIX NOKPLIMULL HA
BHYMPEHHUE NOBEPXHOCMU YUTUHOPUYECKUX demarneti u Oemaneil CloXCHOU Gopmbl ¢ Heborvuumu pazmepamu (0o 100
MM). Dmu CLOANCHOCIU C6513aHbl C 2aDAPUMAMU CAMUX NAA3MOMPOHOo8. Manoeabapummvle niazmomponst 6 Poccuu ne
NPOU3BOOAMCS, A UMROPMUPYIOMCSL U3 3aPYOEINCHBIX CIMPAH, YmMo NpuyUHaem pso Hey0oOCma, CEA3aHHBIX ¢ NOCMABKA-
MU U O4eHb 8bICOKOU KoMmepueckoli yenol. OOHUM u3 nymeul peuwleHus Imoti npoobiemvl A61Aemcs papabomka mMano-
2a0apuUMHBIX NIA3MOMPOHO8, KOMOPbLE NO360AM HAHOCUNb KAYECMBEHHble NOKPbIMUS HA HYMPEHHUE NOBEPXHOCU
demaneil ¢ 02PAHUYEHHBIMU PAZMEPAMU U CYUJECMEEHHO CHUSUMb UX YEHY 3d CYem UMNOPMO3AMEUCHUSL.

B pezynomame ucnonvzosanus npeonazaemozo ycmpoucmea cmano 803MONCHbIM HAHOCUMb KAYeCmEeHHble NO-
Kpblmusi HA 6HYMPEHHUE NOGEPXHOCIU OMEEPCMULL ¢ MUHUMATbHbIM Ouamempom 60 mm 3a cuem ymenvuleHus 2abapu-
MO8 NIA3MOMPOHA, a4 MAKICE CYWECMBEHHO CHUSUMb €20 CHOUMOCTb 34 CYem cOOCmEeHH020 npouzeoocmea. Ilpedsa-
PpUmeNbHble PACYEmbl NOKA3BIBAIOM, YO YeHa NiasmMompona ne npegviuaenm 0,5 min py6.

Kniouesvie cnosa: naasmompoH, nid3mMeHHoe HanvlileHue, HanvlleHue Ha 6HYmpeHHue no6epxXHoCcmu.
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Introduction In many industries, such as aerospace,
metallurgy, oil production, etc., there are increasing re-
quirements for reliability, durability and safety of prod-
ucts operated in extreme conditions (exposure to high
temperatures, dynamic loads, aggressive media, etc.).
These requirements create a demand for special protective
coatings. One of the most effective methods of applying
such coatings is plasma spraying, and the application of
the method is growing from year to year [1-17]. The
problems arising in application of protective coatings to
the inner surfaces of cylinders and complex parts of small
size (about 100 mm), refer to the dimensions of the
plasma torches in use — there is not enough space for them
in the sprayed area. Small-size plasma torches are not
produced in Russia, they are all imported; that involves
problems of shipment and delivery, of paying high com-
mercial prices. One of the ways to avoid these problems is
to develop home-produced small-size plasmatrons capa-
ble of applying high-quality coatings to the inner surfaces
of limited-size parts — import substitution means consid-
erably reduced prices.

The model currently used most widely is F1 plasma
torch, intended for applying various high-quality coatings
by the method of plasma-powder spraying to inner sur-
faces of orifices as small as 70 mm in diameter [18]. The
manufacturer is “Innatech” company (Dinse -
www.dinse.eu, AMT — www.amt-ag.net). The drawbacks
of the plasmotron are the limited period of plasma torch
operation (not more than 50 hours) and the unit’s high
cost — more than 1.5 million rubles. This article presents a
comparison of capacities demonstrated by the F1 plasma
torch and the currently developed small-size plasmatron
PM-2, capable of applying coatings to inner surfaces of
orifices as small as 60 mm in diameter.

Experimental parameters. The proposed plasma
torch make comprises coaxially and sequentially mounted
cathode assembly, insulating bushing, anode assembly,

5’ 1

working (plasma forming) gas and cooling water
supply systems, injector for supplying powder under the
nozzle edge. In the developed plasmatron design, the noz-
zle with the sealing gaskets is removed from the anode
assembly; its function is overtaken by water-cooled anode
assembly, into which a tungsten insert is pressed to in-
crease the endurance of the nozzle. The cathode and an-
ode assemblies have separate cooling systems. The cool-
ing channels are formed by covers soldered to the cathode
and anode assemblies — that eliminates the need for gas-
kets, which often wear out. These changes allow smaller
dimensions of the plasma torch. The insulating bushing
is installed between the cathode and anode assemblies,
and these are held together with three screws in insulating
cover.

Fig. 1 is the cross section view of the plasmotron con-
struction.

Fig. 2 is a 3D graphic presentation of the cathode /
and anode 3 assemblies with cooling channels 6 and 7.

The proposed plasmotron design comprises cathode
assembly / with cathode 2 and anode assembly also per-
forming the nozzle function 3, into which a tungsten in-
sert 4 is pressed to increase the endurance; covers 5 are
soldered to the cathode and anode assemblies to form
cooling channels 6 and 7; electrical insulator § separating
the cathode assembly from the anode assembly; tungsten
cathode &; three screws 9 in insulating covers /0 to hold
the cathode and anode assemblies together; plugs /7 for
fixing the cathode; feeder /2 of the working (plasma-
forming) gas to channel /3 in the cathode assembly body,
to the gas distribution ring /4 installed at the entrance to
discharge chamber /5 comprising cathode assembly 7,
ceramic ring /6 and anode assembly 3 (that provides uni-
form distribution of the gas inside); tubes /7 to feed cool-
ing water to channels 6 and 7; injector /8 for feeding the
spraying powder, and orifices /9 in insert 4 for the plasma
jet.
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Fig. 1. Plasmotron PM-2

Puc. 1. Ilnazmorpon IIM-2
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Fig. 2. Cathode and anode assemblies

Puc. 2. Katonnslii 1 aHOAHBIN y3en

Comparative characteristics of the plasmotrons

Parameter Plasmotron F1 (GTV) Plasmotron PM-2
Maximum power, kW 25 20
Arc current, A Up to 500 Up to 400
Immersion length at spraying, mm 500 600
Min diameter of the orifice for spraying, 70 60
mm
Max plasmotron overall size, mm 50 35
Operation time at medium current, hr 50 < 50<
Type of cooling Water Water
Technological powder Metal, Metal,
composite, composite,
ceramic ceramic

The plasma torch works as follows: water is fed
through cooling tubes /6, plasma-forming gas is fed to
tube /2, and an electric arc is initiated between cathode 2
and tungsten insert 4 pressed into the anode assembly.
The working (plasma-forming) gas is fed through the inlet
channel /3 and gas distribution ring /4 into plasmotron
discharge chamber /5 (fig. 1), formed by cathode assem-
bly I, ceramic ring /6 and anode assembly 3; the gas gets
ionizes and escapes through orifice /8 of insert 6 at high
speed, producing a jet of plasma, into which the powder
material is fed through injector //, mounted in anode as-
sembly 3.

In the developed design of the plasma torch (PM-2),
the overall dimensions are minimized: 33 mm vertically,
35 mm in diameter. The plasma torch is capable of apply-
ing coatings inside smaller orifices (as small as 60 mm in
diameter). The make allows to adjust the immersion
length at spraying by installation of longer nozzles.

The operational parameters of two small-size plasmo-
trons are compared in table.

Tests were carried out to check the adherence of coat-
ings applied by the plasmatrons at their maximum power.
The strength of the coating adhesion to the substrate
was determined by pull-off method (adhesive binding,
VK-9 glue) according to GOST (State standard specifica-
tion) 209-75 with the use of Eurotest T-50 universal
test machine. The obtained data showed that the adhesion
strength of aluminum oxide coating applied to steel sam-
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ples by the experimental plasmotron PM-2 comes
between 8 and 10 MPa, which is close to the results
of plasmatron F1 (GTV) coating strength tests, showing
9-10.5 MPa. But the min diameter of the orifice for spray-
ing allowed by plasmatron F1 is 70 mm — the limit
determined by the overall plasmotron dimensions (see
table).

Conclusion. The efficiency of the proposed plasmo-
tron design is in the potential of applying high-quality
coatings to the inner surfaces of orifices as small
as 60 mm in diameter by reducing the overall dimensions
of the plasma torch; the cost of the device can also
be significantly reduced. Sample calculations show that
the price of the plasmotron will not exceed 0.5 million
rubles.
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AUTOMATED EXPERIMENT SYSTEMS FOR STUDYING THE PROPERTIES OF TRANSPORT
POLYMER MATERIALS IN HIGH-FREQUENCY ELECTROTHERMIA

N. G. Filippenko, A. G. Larchenko*

Irkutsk State Transport University
15, Chernyshevsky St., 664074, Irkutsk, Russian Federation
*E-mail:Larchenkoa@inbox.ru

Recent decades have been characterized by increased activity in the use of polymer and composite materials in
transport engineering. In this paper, the authors give a generalizing analysis of previously created systems of scientific
research and analyze the principles of building automated systems of scientific research (ASSR) that allow solving the
problems of determining the parameters of heat exchange, electrophysical parameters and phase transformations in
polymer and composite materials when exposed to the HF field. The authors continue the research of the ASSR HF
developed by the Irgups team, a number of other scientific schools working in the same direction.therefore, within the
framework of the hardware created by these teams, both similar and original developments and solutions are viewed.
The analysis of the software parts of the ASSR HF presented by a number of mathematical models and software
complexes is given. Thus, the analysis of the structure of the developed systems of scientific research allows us to speak
about its dynamic development. The developed and presented flowcharts of automated experiment and automated
research systems allow the author to assert that the systems of automated experiment for studying the properties of
polymer materials in RF electrothermia created for certain tasks, despite the fact that they were conducted
independently and separately, have a single construction methodology. Comparing the results of the research, the
author concludes that the construction of a complex system of ASSR HF polar thermoplastic polymers is generally
complete

Keywords: automated scientific research systems, high-frequency electrothermics, polymer products, methodology
for building research systems.

CUCTEMBI ABTOMATHU3UPOBAHHOI'O SKCITEPUMEHTA /17151 UCCJIEJJOBAHUSI CBOVMICTB
INOJIMMEPHBIX MATEPHUAJIOB TPAHCIIOPTHOT'O HASHAYEHUW A
ITPU BBICOKOYACTOTHOU JIEKTPOTEPMHUHN

H. T. ®umnnmenko, A. I'. Jlapuerko*

WpxyTckuii rocy1apcTBEHHBIN YHHBEPCHUTET ITyTel COOOIIEHHUS
Poccuiickas ®enepanms, 664074, UpkyTckas obnacts, . UpkyTck, yi. UepHsimeBckoro, 15
*E-mail:Larchenkoa@inbox.ru

Iocneonue decsmunemus Xapakmepuzyomcsi NOGbIUEHHOU AKMUSHOCMbIO UCHONb308AHUS NOIUMEPHBIX U KOMNO-
SUMHBIX MAMEPUANO8 8 MPAHCHOPMHOM MAwuHOCmpoenuy. B Oannoitl pabome asmopamu Oaemcs 0000warouul
amanu3s panee cO30AHHBIX CUCEM HAYYHBIX UCCTIEO08AHUN U AHATUSUPYIOMCA NPUHYUNBI NOCTNPOEHUS A8MOMAMU3UPO-
BaHHbIX cucmem Hayunozo uccaedosanuss (ACHH), nozeonaowue pewiams 3a0auu onpeoenetis napamempos menio-
obMeHa, INEKMPOPUIULECKUX NAPAMEmPOs U (Pa306bIX NpespawjeHUll 6 NOTUMEPHLIX U KOMHOZUMHBIX MAMEPUANAX
npu goszodeticmeuu Ha Hux BY-nons. Aeémopel npodonsxcarom ucciredoganus paspabomannvix ACHU BY konrexmusom
UpI'VIIC, psoa Opyaux HayumvlX WKOL, pabomaiowux 6 mom dice HANpAIeHUul, HOIMOMY 8 PAMKAX aAnnapamuoll
uyacmu, CO30aHHOU YMUMU KOJLEKMUBAMU, NPOCMAMPUBAIOMCS KAK CXOdCUe, MAK U OPUSUHATIbHbIE pA3PADOMKU U pe-
wenus. [laemca ananus npoepammuuvix vacmeti ACHU BY, npedcmasnenHbix paoom mamemamuieckux mooenetl U Kom-
naeKcamu npocpammnozo obecneuenus. Takum obpazom, ananus CMpyKmypvl pazpadomanHulX CUcCmem HAy4yHO20
uccnedo8anus N0360aAem 2060pUMb 0 OUHAMUYECKOM ee paseumuu. Paspabomannvie u npedcmasnennvle 610K-cxembl
cucmem a6MOMAMU3UPOBAHHO20 IKCHEPUMEHMA U ABMOMAMUIUPOBAHHBIX UCCIEO08AHUL NO36OAIOM ABMOPAM YHi-
8epacoamp, YUMo co30antvle noo onpedeienHnvle 3a0ayu CUCTeMbl A8MOMAMUSUPOBAHHO20 IKCNEPUMEHMA NO U3yye-
HUIO CBOUICE NOAUMEPHBIX Mamepuanos npu BY-anekmpomepmuu, necmomps Ha mo umo 6enucb CAMOCMOAMENbHO
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U pasposHeHo, umeiom eounyio memoouka nocmpoenus.. Conocmasus pes3ynvbmamsl UCCIe008anull, asmopsl Oenaiom
661600 0 MoMm, umo nocmpoerue komniexcrhou cucmemvlt ACHU BY noaspuvix mepmoniacmuyHblx NOIUMEPOS 8 YeloM

3aeepuero.

Knroueswvie cnosa: cucmemoi aAsmomamusupoBaHHblX HAYUHbIX uccnec)oganud, BblCOKOUACMOMHAS dNEeKmpOomepMUusl,
noaumepHole u3deﬂuﬂ, Memooonoaus nocmpoeHust cucmem uccnedo8anull.

Introduction. The driving force of the growth of the
polymer industry is still the ever-increasing standard of
living of mankind. It should be noted that continuous
growth is primarily demonstrated by the transport sector
of the engineering industry.

In the modern world, polymer industry companies are
building new capacities with minimal capital expenditures
due to the use of advanced technologies that can reduce
costs by reducing electricity consumption rates, and this
primarily refers to high-frequency electrothermal tech-
nologies [1-15]. However, the introduction of these tech-
nologies is constrained by the lack of reliable data on the
electrophysical properties of modern materials necessary
for the organization of control processes. Therefore,
the solution of this problem is an important national eco-
nomic task.

In this regard, the aim of this work was to analyze ex-
isting scientific research automation systems (ASSR) and
experimental automation systems (SAE) of the effects of
high-frequency electrothermia on the properties of poly-
meric materials processed in the HF field over a wide
temperature range.

Analysis of the state of ASSR and SAE HF-
electrothermics. In plastics processing, the HF heating
method, as has been repeatedly noted, is one of the most
advanced. The effectiveness of the use of HF heating is
judged by the value of the dielectric loss factor of the
dielectric constant —¢', and the dielectric loss tangent —tgd
[16-23]. The authors of an automated research system for
determining the permittivity — €&’ and dielectric loss
tangent —tgd, polyamide-610 performed the work using an
E9 meter (Q-meter) using two and three-dimensional
resonance methods [5]. The functional measurement
scheme and the location of the processed material are

presented in fig. 1 and 2, respectively, where a sample of
material placed between two plates of the working
capacitor 2 was affected by an HF field. Temperature
control was carried out by pyrometer 3 and thermocouples
TE 4-1. The calculation of dielectric indicators was
carried out by computing device 1.

The results of the work were the obtained data on the
characteristic changes in the electrophysical parameters of
PA-6 polyamide (¢’ and tgd) depending on temperature.
Nevertheless, even the authors themselves in the work
point out the difficulties of using such a research system
in determining the melt moment of a material, referring to
a difficult to control process accompanied by gas
formation at the time of a phase transition. The obvious
drawbacks of the developed automated experiment are
also the absence of immunity systems, and the
mathematical model does not correspond to the real
technological system and consists of one layer of material
to be welded.

The mathematical apparatus of the HF heating model
proposed by the authors [15; 20] describes the tempera-
ture distribution in the thickness of the thermoplastic,
taking into account the design features of technological
equipment (fig. 3).

The calculation of the welding process was carried out
by numerically solving the equation for variable values of
y and dependencies obtained by calculation and experi-
mental methods were used.

The disadvantage of this system, as with previous au-
thors, is also associated with the mathematical model. The
model underwent changes, was expanded, but considers
only a special case of processing, namely welding.
The schematic diagram of the experimental setup is
shown in fig. 4.

3

1 CuQ

Calculation Calculation

tgd £

Fig. 1. Functional measurement scheme:
1 — computing device; 2 — upper and lower plates of the working capacitor;
3 — windows for temperature pyrometry

Puc. 1. ®ynkuuonanbHas cxeMa U3MEpeHuit:
1 — BBIYHCIIUTEIBHOE YCTPONCTBO; 2 — BEPXHSS M HIKHSS OOKIIaIKH pabovero
KOH/IeHcaTopa; 3 — OKHA I IMPOMETPUH TeMIIepaTyphl
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AR MMININNNNN
AR

/AR

Fig. 2. The location of the welded material
in the working capacitor:
1 — materials to be welded; 2 — electrodes

Puc. 2. PacrionoxeHnue cBapuBaeMOro Matepuana
B pabodeM KOHJIEHCATOpe:
1- CBapuBacMbIC MaTCpHUaJIbl; 2— SJICKTPOAbL

7%z \

A=) Azt
) X1 X: T X - X

Uz

o~

Fig. 3. High-frequency welding of plastic parts in industrial
equipment with one insulated electrode, where 4y, 4
is the thickness of the high potential and grounded electrodes;
h, is the thickness of the insulating liner; 1 = 43/2 — thickness
of the welded part; x; is the coordinate of the layer boundary;
X, is the coordinate of the weld; y is the distance from
the weld; U, is the voltage at the working capacitor

Puc. 3. Bricoko4acTOTHas cBapKa JeTayeil U3 miacTMace
B TEXHOJIOTUYECKON OCHACTKE C OHUM H30JIMPOBAHHBIM
9NIEKTPOJIOM, TAE Ay, 4 — TONIIHHA BEICOKOIIOTEHIUAIEHOTO
Y 3a3€MJICHHOTO 3JICKTPOIOB; /i, — TOJIIMHA H30ISIUOHHOTO
BKJIabIIa; | = /13/2 — TONMIIMHA CBApUBACMOM JICTAIIN;

X; — KOOp/IMHATA TPAHUIIBI CIIOS; X; — KOOPAWHATA CBAPHOTO
IIBA; ) — PACCTOSIHME OT CBApHOro 1Ba; U, — HANpsKeHUe
Ha paboyeM KOHIEHCATOpe
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Fig. 4. Schematic diagram of the experimental setup:

1 is a product sample; 2 is a product sample; 3 is for electrodes of the working ca-
pacitor; 4 is an insulating liner; 5-1 is an acoustic sensor; -2 is an analog-to-
digital converter (ADC); 6 is a computing device; 7 is a HF generator;

8 is an ammeter of the anode current; 9 is a “START” button

Puc. 4. IlpunnunuanbHas cxema dKCIIepUMEHTaIbHON YCTaHOBKH:
1 — obpazen m3nenust; 2 — oOpaser n3aeius; 3 — 3JIeKTPoIbl pabouero KOHIeH Ca-
TOpa; 4 — N30JSIMMOHHBIN BKJIABII; 5-/ — aKyCTHYECKHN IaTUHK;
5-2 — ananoroBo-1udposoii mpeodpaszosarens (ALI); 6 — BeruKCIUTETBHOE YCT-
poiictBo; 7 — BU-reneparop; 8§ — amnepmerp aHOAHOTO ToKa; 9 — kHOnKa «I[TYCK»

hy h

h;

.

S

><
&

Fig. 5. Applience for high-frequency processing of parts:
hy, hy are thickness of high-potential and grounded electrodes; /4 is the thickness
of the insulating liners; / is the thickness of the processed (welded) part; x is the
coordinate of the layer boundary; x; is the coordinate of the connection; y is the
distance from the junction; U, is the voltage at the working capacitor

Puc. 5. Ilpucniocobenue a1 BRICOKOYACTOTHON 00pabOTKH eTajei:
h1, hs — TOMIIMHA BBICOKOTIOTEHIIMAIBHOTO U 3a3eMJICHHOTO DJICKTPOJIOB;
h; — TONIIMHA N30JSILMOHHBIX BKJIA/IBIIICH; / — TonrHa 00pabaTeiBaeMoii (cBapu-
BaeMOﬁ) JAC€TalIi; X — KOOpAUHATa 'paHULbI CJI0s; Xy — KOOpANHATa COCAUHECHUS;
Y — pacCTossHUE OT MECTa COCIMHCHUSI; U p— HaIIpsDKCHUC Ha pa60qu KOHAEHCATOpE

n [12], the shortcomings indicated in previous ver-
sions of automated experiments are not so obvious, but
nevertheless, the presented SAE has limited capabilities
and is applicable only in the study of polar thermoplastics.
The device for high-frequency processing of parts is
shown in fig. 5.

A solution was found to organize the calculation
and measurement of temperature on the surface and inside
the material and to protect the electrodes from break-
down, which was implemented both in the hardware and
in the mathematical program part of the research system
[4; 14; 23].
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The ASSR hardware also underwent changes. Switch-
ing systems and control units were added.

Nevertheless, the presented model, although it ex-
panded the capabilities of the technological system (the
quantity of layers of material is increased up to five), but
the possibility of its application is limited by a number of
HF processing processes such as welding, drying, and
acclimatization.

A feature of the works presented [7; 8] is the expan-
sion of the capabilities of scientific HF research regarding
diagnostic processes. A mathematical model was devel-
oped for measuring the capacitance of a working capaci-
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tor, and a software package was created for calculating
the effective diagnostic parameters (fig. 6) under HF ex-
posure, depending on the shape and size of the samples
[7; 14; 22].

This automated system (fig. 7) of scientific research
has expanded the possibility and list of technological
processes of HF electrothermics, but concerns only one
type of research, namely diagnostics

An analysis of one of the latest works of scientific re-
search systems [8; 12] on the study of the interconnec-

tions of electrophysical parameters of electrothermal
equipment and polymer materials widely used in transport
engineering shows that a number of problems that were
not included in the work of previous authors were solved.

A mathematical model of the technological system
was developed in a 3D setting (fig. 8, 9), which included a
variable number of electrodes, insulators and processed
materials, and the developed algorithm made it possible to
calculate the temperature field taking into account the

heating of the technological system.
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Fig. 8. 3D five-layer high-frequency processing technological scheme.
The first group of the technological scheme consists of:

1 —low-potential electrode of the working capacitor; 2 — insulator; 2nd group: 3 — proc-
essed polymer (internal heat source); 3rd group: 5 — high-potential electrode of the working
capacitor; 4 — insulator; X, Y, Z are coordinates of the boundaries of the layers; U, is the
voltage at the working capacitor

Puc. 8. 3D marucnoiinas TexHonorudeckas cxema BU-00paboTkm.
1-51 rpymIIa TEXHOIOIHYECKOH CXeMBI:
1 — HU3KOIOTCHIMANBHBII 3IEKTpo] pabouero KOHAEHCaTOpa; 2 — U30IATOp; 2- TPyIIa:
3 — obpabaTbiBaeMBlil HOIMMep (BHYTPEHHHI HCTOYHUK TEILIa); 3- TPYIa: 5 — BBICOKO-
MOTEHIUATIBHBIH 3IIEKTPO pabouero KoHaeHcaropa; 4 — uzossirop; X, Y, Z — KoopAUHATHI
rpaHuI cioes; Up — HanpsbKkeHHe Ha pabodeM KOHIEHCAaTope

N |
| 0

3 2 6
T 8
7
9 TE N
7-1
j— ¢
8-2 6-2 11-2

Fig. 9. Scheme of an automated experimental setup for determining
the amperometric dependence of dielectric loss in polymeric materials:

1 is a processed sample; 2, 9 are heat-electric insulators; 3 is for electrodes of the working
capacitor; 4 is a HF generator; 5 is a device for contact heating of the sample; 6 is an
electric heating element; 7 is a thermocouple; 7-/ is a thermocouple thermometer;

8 is a protective screen; §-1 is a current sensor; /0 is a computing unit; //-/ is a linear
thermal expansion sensor

Puc. 9. Cxema aBTOMaTH3MPOBAaHHON HKCIIEPUMEHTAILHON YCTaHOBKH
IO OIIPEJEICHUIO AMIIEPOMETPUYECKON 3aBUCUMOCTH AUIIEKTPUUECKUX IOTEPh
B IIOJIMMEPHBIX MaTepUaiax:

1 — obpabatbiBaeMblit 00paselr; 2, 9 — TeIIo-, AIEKTPOU3OISTOPHI; 3 — FIMEKTPOIBI
pabouero koHnaeHcaropa; 4 — BU-reneparop; 5 — npucnocoOaeHue 1uisi KOHTAaKTHOTO
HarpeBa o0pasia; 6 — AIEeKTPOHATrpeBaTEIbHBIN IEMEHT; 7 — TepMonapa; 7-1 — TepMo-
napa-TepMoMeTp; 8 — 3alUTHBIN 3KpaH; 8-/ — naT4yuk Toka; /() — BBIYUCIUTENBHBIH OJIOK;
11-1 — 1aTYMK JIMHEHHOrO TEINIOBOTO PACIIMPEHUS
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To date, a full-fledged automated system of scientific
research (ASSR HF) developed at the Irkutsk State
Transport University (IrGUPS) can be considered the
most system-developed one. It was finally formed and
indicated in [1; 8; 12].

Two versions of the ASSR HF with different hardware
have been developed chronologically. An industrial HF
processing unit of the UZP-2500 model was used as a
source of electromagnetic radiation. The developed and
patented automation unit [4], performed registration,
processing and transmission of information. It was im-
plemented on the basis of the programmable controller
ATmega 328.

We should note that this system, in addition to the
hardware, was also provided with a software component,
consisting of a number of software systems that imple-
ment automated research programs.

The basic principles for constructing a fully functional
ASSR HF hardware and its structural scheme for studying

the process of heat treatment of polymeric materials are
presented in fig. 10.

The work of the unit is organized as follows. Simulta-
neously with turning on the high-frequency generator, the
control unit and the automation unit are turned on. A lin-
ear Hall sensor measures the anode current of a high-
frequency generator, and acoustic sensors detect partial
discharges that occur on the polymer during HF process-
ing. Data on anodic current of high frequency generator
and partial discharges is transmitted to the computing
device of a microcontroller assembled on the basis of the
ATmega8 processor [2].

The microcontroller calculates the magnitude of the
change in the anode current; drying time; interdischarge
time; number of partial discharges. Installation of the unit
and sensors was carried out without re-equipment of ex-
isting electrical circuits of HF installations [6; 17; 18].

The integration of ACS elements with reference to the
HF equipment scheme of the UZP-2500 model is shown
in fig. 11.

Fig. 10. Block diagram of the ASSR HF hardware:

1 is an automation unit; 2 is a shielding case; 3 is a coaxial cable;
4 is a constant voltage source; 5 is a high-frequency generator; 6 is an
alarm control system; 7 is a generator control circuit; & is an actuator;
9 is a linear current sensor; /0 is a computing device; 1/ are acoustic

sensors for detecting partial discharges; /2 is a computing device;

13 is anti-interference housing; /4 is power supply; /5 is a variable

capacitor; /6 is a microcontroller; /7 is a working capacitor

Puc. 10. CtpykrypHas cxema annaparnoit vactu ACHU BY:

1 — 610K aBTOMATH3ALUH; 2 — SKPAHUPYIOLIUI KOPITyC; 3 — KOAaKCHAIIbHBIN
Ka0elb; 4 — HICTOYHUK MTOCTOSIHHOTO HAPSDKEHHsT; 5 — BBICOKOYACTOTHBII
TeHepaTop; 6 — CUCTeMa yIPaBJICHHUs CUTHAIH3AKEeH; / — [eNb yIpaB-
JICHUS] TEHEPAaTOPOM; 8 — UCIIOJIHUTENBHBIA MEXaHU3M; 9 — JINHEHHBIH
TOKOBBIN aTuuK; /() — BBIUUCIUTEILHOE YCTPOUCTBO; /] — aKyCTHYECKUE
JIATYUKH PETUCTPALIN YACTHYHBIX Pa3psiioB; /2 — BBIUMCIUTEIBHOS
YCTpO#CTBO; /3 — MOMEXO03aIIUIIEHHBIN KOpITyc; /4 — OJIOK MUTaHuUS,
15 — nepeMeHHBIH KOHJIEHCATOD; /6 — MUKPOKOHTpOJLIep; /7 — pabounii
KOHZIEHCATOp
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Fig. 11. Integration of ACS elements with reference to the HF scheme
of the installation of the model UZP-2500

Puc. 11. Unrerpauus snementoB ACY ¢ npuBsizkoi
k cxeme BY ycranoBku monenu Y3I1-2500

The unit of the registration and control device was
implemented with the following technical characteristics:

—number of measurement channels — 6;

—measured current: 0.01...10 AC, VC;

— measured voltage: 100...4000 V AC;

— measurement interval: 0.005 s,
8.10-6 s is possible);

— maximum measurement error: £ 1.5 %;

— non-volatile memory, 64 Kb;

—power —100...380 in VC;

— power consumption — 50 mA.

As it was mentioned above, along with the team of
IrGUPS, a number of other scientific schools work in the
same direction, therefore, within the hardware created by
these teams, both similar and original developments and
solutions are viewed. The software parts of ASSR HF are
also represented by a number of mathematical models and
software complexes.

Thus, the analysis of the structure of the developed
systems of scientific research allows us to talk about its
dynamic development. To date, comparing the research
results, it is safe to say that the construction of an inte-
grated ASSR HF system as a whole is completed. As can
be seen from the block diagrams of automated experiment
and automated research systems presented below, al-
though they were created separately, specifically for cer-
tain tasks, a specific construction methodology is seen in
all the works.

Conclusion. Thus, an analysis of the structure of the
developed scientific research systems allows us to con-
clude that the dynamic development of ASSR and SAE
by various scientific schools of electrothermists has led to
a uniform methodology for constructing ASSR HF.

(expansion to

Comparing the research results, it can be argued that
the construction of an integrated system of ASSR HF of
polar thermoplastic polymeric materials as a whole is
completed.
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