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In this paper, we consider the general statement of the problem of identification and management of a group of ob-
Jects. A group refers to several objects combined for the manufacture of a product. The main feature is that when man-
aging such systems, it is necessary to change the setting actions for each object.

This is due to the fact that today the technological regulations in many cases are wider than they should be for good
operating. This is a consequence of the fact that the current production culture (this, in particular, has been shown by
the experience of processing data from the technological process for the production of transistors at Svetlana) is rather
low, which leads to some organizational problems. It is clear that it is necessary to have certain models of objects that
naturally differ from each other and can be considered under conditions of both parametric and nonparametric uncer-
tainty. Moreover, there may be cases when an object is considered simultaneously under conditions of both parametric
and nonparametric uncertainty over various channels. Now, regarding the delay, due to the fact that the measurement
of some variables is carried out in a significantly longer time interval than the object constant, it is necessary to distin-
guish the time of measuring technological variables and, in fact, the delay typical to the process itself, taking into ac-
count the difference between the channels.

This leads to the fact that dynamic processes are essentially forced to be considered as inertialess with delay. An-
other significant feature is that the components of the output variables are stochastically dependent in advance in an
unknown manner. The use of correlation or dispersion relations in this case does not lead to success. A special analysis
of T-processes and the ability to simulate such processes are required. In particular, this is one of the tasks of this arti-
cle. It contains: T-processes, T-models and the corresponding heterogeneous control algorithms. The process of hydro-
deparaffinization of diesel fuel is considered according to available data, which can be said a priori that they are in-
complete, that is they do not reflect the complex behavior of the process. From here it follows that these data require
replenishment, which today is not carried out for various reasons. Thus, the process of hydrodewaxing can be taken to
the T-process.

Modeling a multidimensional system based on real data has shown that in this problem the presetting effect for dif-
ferent objects should be different. The exception is only the setting actions for the entire complex or group of objects.
Modeling was carried out on the basis of T-models considered in the article. It has already been noted that these mod-
els should not be taken as complete, giving an idea of reality. They will be subject to algorithmic refinement during fur-
ther research. The decision is made by the researcher. At this stage that an assessment is given that, under the circum-
stances, the resulting models and control algorithms can be adopted for use in a production environment. An attempt to
use the existing theory of identification and control for the process of hydrodewaxing will inevitably lead to a signifi-
cant degradation and increase in the cost of a computer system for operating the quality of this process.

Keywords: group of objects, identification, control, setting actions, nonparametric algorithms, T-process, multidi-
mensional objects, adaptation.
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B nacmosweti pabome paccmampusaemcsi 0dwas nOCMaHo8Ka 3a0aiu UOeHMU@GUKAyuUU U YpasieHus pynnou
00vexmos. 100 epynnoil noHuMaemcsi HeCKOIbKO 00beKmMos, 00beOUHEHHbIX OJi U320MOBNEeHUS MO20 WU UHO20 NPO-
oykma. I nagnoti 0coOeHHOCMbIO A6IAEMCs MO, YMO NPU YAPAGIEHUU NOOOOHBIMU CUCTIEMAMU HEO0OX0OUMO U3MEHAMb
3aoarowue 8030eUcmeaust OISl Kaxico02o 00vbekma.

Ce200Hs mexHOI02UYeCKULl pe2idMerHm 60 MHO2UX CILyHaAsaX OKa3vleaemcs bojiee WUpOKUM, Yem C1edosano vl 0
Kauecmeenno2o ynpasienus. A smo ecmo cledcmeue mozo, Ymo HblHEWH SISl KyJIbmypa npousgoocmed (3mo, 8 4acmHo-
cmu, NOKA3an onvim 06pabomKu OAHHbIX MEXHOIOSUYECKO20 NPOYecca npoussoocmea mpansucmopos na « Ceenuianey)
0080IbHO HEBbICOKA. DMO NPUBOOUM K HEKOMOPLIM Opeanu3ayuonuvim npoodnemam. CredosamenvHo, HeodX00UMo
UMemb me UiU uHble MOOeIU 00bEKMOs, KOMopble eCMeCcmeeHHO OMAUYAOmMes opye om opyea u mozym Obimb pac-
CMOMPEHbL 8 YCI0BUSIX KAK NAPAMEMPUYEecKoll, max u Henapamempuyeckol Heonpedenennocmu. bonee mozo, mozym
bbimb cyuau, K020a 00beKm pPaccMampueaemcsi 0OHOBPEMEHHO 6 YCIO8USX KaK Napamempuieckol, mak u Henapa-
MempuyecKol HeONnpeoeleHHOCMU N0 PA3IUYHbLIM KAHalam. Hzmepenue HeKomopblx nepemMenHbiX 0CyuWecmsisiencs 6
3HAYUMENbHO OOIbUULL UHMEPBAT BPEMEHU, YeM NOCMOSHHASL 00beKma, NOIMOMY He0OX00UMO OMIUYAMb 8PEMsL U3Me-
PEeHUsL MEXHONIOZUHEeCKUX NEPEMEHHBIX U, COOCMEEHHO, 3ana30bléanue, NPUCYuee Camomy MeXHOI02ULecKoMYy NPoyeccy
C yYemom OmauyUs KaHaio8. mo npusooum K momy, ¥mo OUHAMUYECKUue npoyeccol No CYyWecmey GbIHYNCOeHbl PaC-
CMAmMpUBAMbCsl Kak Oe3bIHEPYUOHHbBIE C 3aNa30bleanueM. J[py2otl cyuecmeenHot 0COBEHHOCMbIO AGNSENCs MO, YIMo
KOMNOHEHMbI 8bIXOOHbIX NEPEMEHHbIX CIOXACMUYECKU 3A6UCUMbL 3apaHee HeuzgecmubiM obpazom. Hcnoavsosanue 6
OMOM Cydae KOPPETAYUOHHBIX UL OUCNEPCUOHHBIX OMHOWEHUL He npugooum K ycnexy. Heobxooum cneyuanvhwlil
ananuz T-npoyeccos u ymenue mooenuposams nodobHwle npoyeccvl. B uacmuocmu, smo sgisiemes 00HoU u3 3a0ay
Hacmosuyeti cmamvu. B neu npusedenvi: T-npoyeccel, T-modenu u coomeemcmeayiowue pazHomMunuvle aicopummbl
ynpaenenust. Paccmompen npoyecc euopodenapadunuzayuu Ou3enbHO20 MONAUSA NO UMEIOWUMCS OAHHBIM, O KOMO-
PBIX anpuopu MOXCHO CKA3aMb, YMO OHU HENOJIHble, M. €. He OMpPaicaiom KOMIIEKCHOe N0Be0eHUe MeXHOI02ULECKO20
npoyecca. Omciooa cmano8umcsi ICHO, 4Mo 3Mu OaHHble Mpedyiom NONOJHEHUs,, KOMOPOe Ce200Hs N0 PASHbIM NPUYU-
Ham He ocywecmensiemcs. Takum obpaszom, npoyecc euopoodenapapuruszayuu modxcem dOvimv omuecen Kk T-npoyeccy.
Mooenuposanue MHO2OMEPHOU cucmeMbl N0 PealbHbIM OAHHbIM NOKA3AI0, YMO 8 MOl 3adaue 3a0arujee 8030eliC-
8Ue Ol PA3IUYHBIX 00BEeKMO8 00NHCHO Obimb paziuuHbiM. McKioueHue cocmagisenm moibKo 3a0anujue 6030eicmaus
0J151 6Ce20 KOMNIEKCA Ul 2PYNnnbl 00beKmos.

Mooenupoganue ocyuecmaisiocs Ha OCHOBAHUU PACCMOMPEHHbIX 6 cmambe T-modenei. Yoice ommeuanocw, umo
omu Mooenu He cledyem GOCHPUHUMAMb KAK 3d6epuleHHble, oaioujue npedcmagienue o Oeticmeumenvhocmu. Ipu
OanbHetUx UCCIe008aHUsAX OHU OYOYm NoOaeHcams aneopummuieckomy ymoynenuro. Pewenue 06 smom, ecmecm-
6€HHO, NpuUHUMaem ucciedogamenv. UMenHo Ha dmom smane 0aemcs OYeHKd, Ymo 8 CO30A8UIUXCS YCIIOBUSX NOLYYUeH-
Hble MOOeNU U aleOpUmMbl YAPAGLeHUsE MO2ym Obimb NPUHMbL O/ UCNOLb308AHUSL 8 NPOUZBOOCHIBEHHBIX VCLOGUSIX.
Tonvimka ucnonvb306anus cywecmeyowei meopuu UOeHMUGUKayuu u ynpaeieHust 0isk npoyecca 2uopooenapapunu-
3ayuu Heu30eNCHO NPUEeOem K 3HAYUMETbHOMY YXYOULCHUIO U YEEIUYEHUIO CIMOUMOCMU KOMNbIOMEPHOU CUCTEeMbl
VIPAGIeHUs: KaueCcmeoM OAHHO20 npoyeccd.

Kniouegvie cnosa: epynna oovekmos, uoenmugpuxayus, ynpaeienue, 3a0aiouue 6030elicmeus, Henapamempuyeckue
aneopummbl, T-npoyecc, MHO2OMepHbIE 0ObEKMbL, AOANMAYUSL.

Introduction. Modeling of multidimensional inertia-  esses, including an educational one [1; 2]. We can con-
less objects continues to be an urgent task of identifica-  sider a multidimensional process at an oil refinery, where
tion. The article emphasizes the case when the vector of there is an installation for hydrotreating diesel fuel from
the constituents of the output variables stochastically de-  sulfur compounds, combined with the process of hy-
pendents in an unknown manner. In this case, the ap- drodewaxing and increasing the cold flow of diesel fuel
proach to modeling such objects does not fit within the [3]. The measurement of the main output stochastically
framework of the existing identification theory. There are  dependent variables of a given process, for example, such
plenty of examples of such objects. In particular, they can  as “density at a temperature of 15 °C” or “boiling point
include processes that occur in the construction industry  temperature”, takes place once a day. In this case, the
(cement production), in metallurgy (steel smelting proc-  process under study is considered as inertialess with time
ess), in the energy sector (coal burning process), in oil  delay [4].
refining (the process of cleaning diesel fuel from sulfur It should be noted that any of these processes corre-
compounds), and also practically all organizational proc-  sponds to the statement of different formulations of the
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problems, and this difference is due to the presence of
various a priori information about the process under
study.

The most interesting case is when the nature of the
stochastic coupling between the output components is
unknown up to parameters. Fig. 1 shows the simplest
diagram of series-connected objects. Nevertheless, it
demonstrates that in the analysis of such a group of ob-
jects specificity arises in modeling, and in the operating
similar processes in reality.

In fig. 1, the following notations are agreed:

0,, g =Lr — the number of objects (technological de-

vices) included in the group (the group consists of local
objects); —u =(u,u,,...,u,) — input control actions;

u:(ul, Hysees up) — input, unmanaged, but controlled

variables (for example, it can be all kinds of additives
when working with bulk materials that enter the input of

an object); x =(x;,X,,...,x,) — characteristics that deter-
mine the composition of the initial product x, of semi-

finished products x,,...,x, ; z— parameters characterizing

the finished product (product). All variables are vectors.
The process flow is subject to the technological regula-
tions (GOSTs), which defines the ranges of values of all
technological parameters.

The main feature that arises in a group of processes is
largely due to its emergence [5] and unreasonably large
ranges of technological regulations. Moreover, the com-
pression of technological regulations in real production in
most cases cannot be carried out due to emerging organ-
izational problems. Unfortunately, it leads to the produc-
tion of low-quality products, and often to a large propor-
tion of defective goods. Difficulties are further exacer-
bated by the fact that defective products cannot always
be sent to recycling. A way out can be found using cor-
rection of technological regulations in each case. This
naturally leads to the problem of automation of a similar
process in each local case, at each redistribution of the
technological process. In this regard, it is necessary to
solve the identification problem and the control task for
each technological object, and only then combine them
into a group. Thus, there is a need to conduct the process
all the time in different ways. This is akin to the
well-known idea expressed by the Polish philosopher
Ferdinand-Bronislaw Trentovsky in 1843 in the book
“The Attitude of Philosophy to Cybernetics as the Art

Object 2

—~—»{ Object1 z

Y

u i,

of Managing the People”: “The application of the art of
control without any serious study of the corresponding
theory is like healing without any deep understanding
medical science”.

He emphasized that truly effective management
should take into account all the most important external
and internal factors affecting the object of management:
“With the same political ideology, cybernet should gov-
ern differently in Austria, Russia or Prussia. In the same
way, in the same country he must rule tomorrow differ-
ently than today”.

In such complex multidimensional processes, the out-
put variables of an object are somehow dependent, but
this dependence is a priori unknown. Similar processes
were called T-processes, and their models — T-models [6].
Identification and management of such processes should
be carried out in a non-traditional way [7], because it will
not lead to success due to a lack of a priori information
about the investigated object. The peculiarity is that the
vector of the output constituent, we denote it as

x(t)=(x1(t),x2(t),...,x,, (t)), j=Ln, is so, that the

constituents of this vector are dependent in advance in an
unknown manner. Therefore, the mathematical descrip-
tion of the object can be represented as a system of im-
plicit functions:

Fy(u(t).n(0).x(1)) =0, j=1n, Q)
where u(1)= (“1 (1),u,(2),...ou,, (t)), k=1,m — input
controlled constituent vector; p(r) :(ul(t),uz(t),...,up(t)),

V= G — vector of input unmanaged but controlled con-
stituents; constituent (t) — means the consideration of

input-output variables at a particular point in time. #. The
task of identifying the objects under consideration is re-
duced to the fact that it is necessary to solve the system of
implicit nonlinear equations (1) with respect to the con-

stituents of the vector of output variables x(7) with

known input u(r), u(¢). Of course, the task is compli-

cated if there is a group of objects where each local object
will have to be considered separately.

The management of such objects is considered in con-
ditions of uncertainty when there is no description of the
object accurate to the parameter vector. Moreover, for a
group of objects, the preset influences for each individual
object will have to be changed.

nup -1 .’up

X z

Ob_] ect n Ob_] ect

r-1

A4

u

m=1 m

Fig. 1. The group of objects implementing a technological process
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Algorithms identifying local objects. To model a
group of objects, the necessary step is to build models of
the local objects themselves. In this case, it will be neces-
sary to consider well-known methods, in particular, iden-
tification algorithms in a narrow and broad sense. Next,
we consider the basic algorithms for modeling local ob-
jects. We distinguish two identification classes - paramet-
ric and nonparametric.

We consider parametric identification or identification
in the narrow sense [8]. In the narrow sense of identifica-
tion, two main steps are usually considered. The first is
the determination of the parametric structure of the object
accurate to the coefficients, the second is the determina-
tion of the values of the coefficients according to the re-
sults of measurements of input-output variables or pa-
rameter estimates.

Most often, parameter estimation algorithms are con-
sidered in various sources. The most vulnerable stage is
the choice of the model structure of the object accurate to
the coefficients. It is quite clear that if the structure of the
model is chosen inaccurately, this will lead to inaccuracy
of the model. It is appropriate to recall the phrase of the
ancient Greek philosopher Democritus: “Even a slight
departure from truth in the future leads to endless mis-
takes”.

Thus, at the first stage, a class of equations is selected:

F/ (u,pl,x,(x)=0, ]:19_’19 (1)

where u are the input controlled process variables, p are

the input unmanaged, but controlled process variables, X
are the output variables, o is the parameter vector.

The parameter estimation algorithms are based on the
stochastic approximation method, in particular, they have
the following form:

N .
O(‘f = a‘é{—l + YS [xs - zals—l(pi (us )] (Pk (ut ) . (2)
i=1

There are many similar algorithms, but we will not
dwell on this in detail.

In the case of nonparametric identification or identifi-
cation in the broad sense, algorithms for simple statement
of problems can be based on nonparametric estimates
of the Nadarai-Watson regression function [9]. For the
multidimensional case, the form of this estimate is as fol-
lows:

\ _ - D uk_“kz)
x<u>=;xﬂ( o ®

' iﬁq{”k _uki]

i1 k=1 ¢

where bell-shaped functions @ (-) and blur parameters C;

satisfy some convergence conditions and satisfy the fol-
lowing properties [9]:

0< q)(c;l(uk _”ki))<°°;

¢, J (I)(cs_1 (u —uy ))du =1;
Q(u)

lim cS_ICD(cS_1 (uy —uki)) =8(u, —uy); ¢, >0;

§—>00
lime, =0; limse,” =oo.
§—>0 §—>0
In practice, the most common cases are when the vec-
tors of the output variables of the object are stochastically
dependent. In this case, the description of the process can
be represented as:

Ei(us“»x):(): ]:1,_7’1 (4)

And the model of the object in this case, based on the
approximation of a local type, can be as follows:

Fy(uapx,ug, g x,) =0, j=Ln, i=ls, (5)

where u ., ,x, are time vectors (data set received at the
s-th moment of time). Moreover, the functions I:“j (-) are

unknown because dependencies of the output variables of
the process are unknown. As noted above, processes hav-
ing a stochastic dependence of the output variables were
called T-processes.

We consider each individual object in the group as a
separate multidimensional object with dependencies of
input and output variables, as well as unknown dependen-
cies of output variables among themselves. We show such
an object in the following fig. 2.

In fig. 2, the vector of input variables arrives at the in-

put of the object u =(u,,...,u,, ), the vector of output vari-

ables is observed at the output x=(x,...x,), &(¢) —

“X,
random jamming acting on the object. When considering
such an object, one can notice the dependences of the
output variables, which may not always be known.

&(r)
a,(¢) R f G ).;
i, (2) ; 1 x( ).;
u, (1) ' R ' v X )_;

Fig. 2. Multidimensional object

Puc. 2. MHOrOMepHBIiT 00BEKT
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Through various channels of a multidimensional
T-object, the dependence of the j constituent of the vector
of output variables x can be represented as a certain de-
pendence on certain constituents of the vector of input
=/, (u”),

Such functions are determined by the researcher from
the available a priori information, and they are called a
composite vector. A composite vector is a vector com-

posed of some constituents of the input and output vari-
ables, it can also be any set, for example

X% =(uy,ug,x,), XY =(up,us,ug,xy).  Different
channels of a multidimensional system can have a differ-
ent number of constituents u(t), included in composite

variables # : x*/7 j=1n.

vectors x (7).

A model of such a process is considered as a system:

Iﬁj(u<j> <’>) 0, j=Ln. (6)

where functions F; (-) remain unknown.

As a result of measurements of the input and output
variables of the object, a training sample can be obtained

{

variables u(t) it is necessary to solve system (6) with

U, X }, i= L_s . In this case, for given values of the input

>V

respect to the constituents of the output variables x(t).

As a result, it is possible to obtain estimates of the con-
stituents of the output variables from the known input,
and this is the main purpose of the desired model.
T-models. It was noted above that if the output vari-
ables have unknown stochastic dependencies, then they
were called T-objects, and their models are T-models. The
description of such a process is specified as follows:

Fy(u™” (¢),x% (1)) =0, j=1n,

where /> (t),x*/> (¢) is composite vectors, the type of

(M

function F;(-) is unknown. The system of models of the
studied object can be represented as follows:

By (™ (6),x%7 (£),%,,,) =0, j=Ln,  (8)

J
where X, ,ii are time vectors, but in this case 15/ (-) they

remain unknown. Therefore, the problem comes down to
the fact that for a given value of the vector of input vari-

ables u (t) it is necessary to solve system (8) with respect
to the vector of output variables x(¢). The general

scheme for solving such a system is reduced to a non-
parametric two-step algorithmic chain, which allows one
to find the predicted values of the vector of output vari-

ables x(¢) from known input u(z).

First, the deficiencies are calculated by the formula:
fj (u<‘i>,x<j> (i)aisvﬁs )’ (9)

where functions f (u<j X (i),?c_s,,ﬁs) are taken in the

g; = j=Ln,

i

form of a nonparametric estimate of the Nadarah-Watson
regression function [9]:

180

(10)

s <n>

21

i=1 k=1

( J |

where j=1,n, ,<m> is dimension of a composite vec-

tor u, . Bell-shaped functions d)() and the blur parame-

ter ¢,y some convergence conditions and have the fol-

lowing properties [9]: satisfy ®(-) <o ; lim,_,, sc, =0

-1

lim, ,, ¢, =0; j <D(csuk (up —uk[i]))du =1;
Q(u)
lim, ., e ® (o, (uf —1,11)) = 8 (1uf —2,[71) .

Next, the conditional expectation is estimated:

X; =M{x|u<j>,8:0}, Jj

=1n (11)

where the nonparametric estimation of the regression
function is taken as the basis. And ultimately, the forecast
for each constituent of the vector of the output variable

will be as follows:
L]
X
CSM
k2 1
( h "My [l]jx

where bell-shaped functions CD() can be taken in the form

<n>

Zx []- HCD

<m> gkz l

CSS

(12)

j=Ln

s <n>

211

i=1 k=1

of a triangular kernel for inputs (13) and residuals (14):
Up [7]

su

1_|uk1 ;ulq [i]|, |uk ;ukl[i]| <1, (13)
) 0 |”k1 Uy [l]| >1
T
_|0_8k2 [i]| |O_€k2 [i]| <1
(D[skz[i]} R
Cye |0_8k2 [l]|
, —————— >
c

S€

Nonparametric algorithm (10) and (12) is a two-step
algorithmic chain that allows one to find the predicted
values of the constituents of the output vector for the
known constituents of the input variables, in the case of
stochastic dependence of the output variables [10].
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General statement of the problem of identification
and management of a group of objects. Modeling and
managing a group of objects is significantly different
from modeling and managing local objects. And the main
difference is that when managing a group, it is necessary
to change the defining influences for controlling local
objects. Each time, changing the technological regula-
tions, it is requires by reality. Actually, this is shown by
the example below at an oil refinery. Otherwise, the tech-
nological map requires expansion, but the result of the
implementation of this expanded technological regulation
is absolutely clear, which will inevitably lead to poor
quality products and even to defective product. Thus, the
goals that are set in front of a group of objects are signifi-
cantly different from the goals that are set in front of local
objects. It should to be noted that models and control al-
gorithms are not an arithmetic sum of models and algo-
rithms of a group of objects However, the above models
and control algorithms can be taken as a basis. Only the
contents of the input and output variables of local objects
and groups will change. Thus, for good management of
the group, a difference in the relevant technological regu-
lations is necessary [11].

At the end of the 70s, one of the authors was able to
participate in studies of the technological process for the
production of transistors (Svetlana Production Associa-
tion, Leningrad), due to the fact that the volume of defec-
tive products and low-quality products reached 85 %. The
studies showed that the range of technological parameters
is incredibly wide in all sections of the technological
process, although they corresponded to the technological
regulations. The research results made it possible to give
relevant recommendations, which were included in indus-
try guidance materials [12].

A wide range of values is characteristic of many min-
ing or processing industries. Of course, one can develop,
on the basis of studies conducted for each particular en-
terprise, a more stringent technology regulations and con-
tinue to follow it. But it cannot always be used, because
strict technological regulations can be implemented only
in enterprises with a high level of production culture. This
is, first of all, the high quality of technological equipment,
local automation, qualifications of workers and their atti-
tude to the subject.

There may be another way, it is necessary to follow
the existing technological regulations, but to optimize the
process mode in the given technological object taking into
account a carried out technological operation at the previ-
ous object. This way is more realistic for enterprises, be-
cause it does not require expenditures for reconstruction
and can significantly improve the quality of products and
reduce losses in the production of certain products. For
this, it is necessary to develop and introduce computer
systems to improve technological conditions. Such com-
puter systems are quite effective.

Let us consider the control scheme of a local object
with time delay (fig. 3).

In fig. 3, the following notation is accepted:

u(t)=(u(t),...u, (t)) — managed input variables;
n(r)= <u] (£)50lt, (t)) — unmanaged but controlled
variables; x(¢+1) = (x1 (147),x, (2 +r)) € R" — process
output variables; x*(t+7:) = (xl* (t+r),...,x: (t+1:)) eR" —

setting actions; &,,A4!,h’ — random stationary interfer-
ence influencing the object and the measurement channels
of the input and output variables; t — known lag on vari-
ous channels of a multidimensional system.

(1) )
T x 7
w0 : : x,(t+7)
u, (7) Obj ect E . (,' +7)
u,(t) ' -
h I
h\L | r |
"
. K .\‘,]_
u, I
‘ L Control
u device X"
u

x(r+7)
| v
1

box(t+7)

Fig. 3. Multidimensional Object Management Scheme

Puc. 3. Cxema ynpaBieHUsI MHOTOMEPHBIM 00BEKTOM
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The management of a group of objects should be car-
ried out taking into account the fact that moving from one
object to another, it is necessary to change the setting ac-
tions.

Multidimensional systems management. The con-
trol of multidimensional T-objects is considered under
conditions of nonparametric uncertainty, i. e. under condi-
tions when the process model, up to the parameter vector,
is completely absent [13]. In this case, well-known tech-
niques are not applicable and other approaches should be
used to solve the problem [14—18].

In the problem of controlling a multidimensional
process with a stochastic dependence of the output vari-
ables, a multistep algorithmic chain is used. It is the fol-

lowing: the input variable u (¢) is taken arbitrarily from

the area Q(u, ) . The following input variable u, (¢) is in

accordance with the following algorithm:

s <ng>
i
S|t [Tl 0,
i=1 ) x/
<Pw>
) [uv uvj
C
* v=1 M
u = L (15)
s u* i\ <ng> xﬂf —x
Zq) 1 1 H(I) J J %
i=1 cul Jj=1 ij

where <n, >, <p, > — dimension of the corresponding

compound vectors X u [, <n,><n, <p,><p,
q,w — the number of constituents included in the com-

posite vector. Compound vectors are determined by the
researcher from the available a priori information. If the
researcher does not have such information about the ob-
ject, he uses all the constituents of the input and output
variables in a composite vector. Next, the input variable

us (t) is as follows:

; u u u
D ud| —L D 2 Ix
i=l u uy
<n,> * i \<p. > * i
q X.—X. Pw 1
x ) J J H 10} Hy —Hy
* j=1 cxj v=l CHV
;- Lo 2 )
s
U —u u u
16} 1 1 ) 2 2 x
i=1 Cuy Cuy
<n,> * i \<p,>
q X:—X: Pw
% ®| T @ Hv “’v
j=1 cxj v=l ch

And then the control algorithm continues to find each
input constituent of the object, and with each subsequent
step, the values of the input variables found at the previ-
ous step are added to the algorithm. We write a control
algorithm for a multidimensional system that will look
like this:

182

s * u <ng> Xj- X;
S o] % [To| 7%
i=1 = cuk Jj=1 cxj
<pp> i
< ol m-w
" v=l C'}1 -
U = v k=1Lm (17)
s k-1 * i\<ng> i
u, —u X;—X;
) k k ) J J x
i=1 k=1 ug Jj=1 cxj
<pw> *
% H ol v W
v=I Cuv

In the control algorithm (17), the blur parameters for
the input and output variables remain the adjustable pa-

rameters ¢, , ¢, and Cy , the following formulas can be
J v

used for them: ¢, :a‘u,t—u,i‘+n, ¢y, :B‘x;—x;hn
w, —pl|+n, where o, B and y some pa-

rameters are more than 1, and parameter O<mn<l1. It

and o, =

should be noted that the choice of blur parameters c,

uk’

ij

" c

., 1s carried out at each control step. Moreover, if
v

C

" and ¢,

is determined then the determination of ¢,
J

is carried out taking into account this fact. The order of

determining the blur parameters ¢, , ¢, and ¢, is not
k Xj Hy

significant.

Group of objects at a refinery. Installation for hy-
drotreating diesel fuel from sulfur compounds, combined
with the process of hydrodewaxing and improving the
cold flow of diesel fuel, operates at a refinery. Imagine
the technological scheme of the process (fig. 4).

Fig. 4 shows the reactor block R-301, which combines
the processes of hydrotreating and hydrodewaxing; and
also shows the cleaning blocks of the circulating hydro-
gen-containing gas S-301a; stabilization of diesel fuel
with the extraction of the side shoulder strap K-301; stabi-
lization of distillation of gasoline; purification of hydro-
carbon gases. The input is “Raw materials for installa-
tion”, and the output is “SDF”.

The depicted blocks are a group of objects with which
combined hydrotreating and hydrodewaxing processes
occur.

During the operation of such an installation, informa-
tion on the progress of the process is collected and accu-
mulated. Therefore, it is necessary to process the accumu-
lated information in order to monitor the entire process
and subsequent decision-making on its management [19].

Due to the lack of a priori information about the proc-
ess in the required volume for the implementation of its
modeling and control, it is proposed to use non-
parametric systems methods that will help in determining
the current state of the process flows at the input and out-
put of the process, identifying inaccurate data, predicting
the quality indicators of finished products at the output,
correct process control.

Let us depict the general identification scheme for hy-
drotreating and hydrodewaxing processes in the following
form (fig. 5).
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The following input and output variables were used
for the hydrotreating and hydrodewaxing process: u, (t) -

density at 15 °C, kr/m’; fractional composition, °C:
u, (t) — boiling point, u;(¢) — full boiling point 50 %,
u, (¢) — full boiling point 96 % u us(r) — final boiling
point; ug(t) — upstream pressure in P-301, krc/cm’;
u; (¢) — inlet temperature B P-301, °C; x,(¢) — density at
15 °C, kr/™’, fractional composition, °C: x, (¢) — initial
boiling point, x;(7) — full boiling point 50 %, x, (¢)— full
boiling point 96 %, x;(¢) — final boiling point; x, (1) —
cloud point.

Due to the fact that the nature of the dependence

of the input and output variables is unknown, as well
as the dependences of the output variables on each other,

A

P-301a,6
P-301

hydrogen gas

n-301-1,2 |

the two-step non-parametric algorithm of the T-model
(10) and (12) considered above is used to determine the
predicted values of the vector components exit by known
input constituents.

The accuracy of the modeling was estimated by the
following formula:

i‘xzj =/ (u, )‘
=
J K

2

i=1

S

» J=Ln, (18)

x{—)ﬁ"

where x/ — observations at the object, x/(u;) — object

exit forecast, X/ — average value for each constituent of
the vector X .

For modeling, we carry out the procedure of a rolling
exam.

petrol

Mo

n-303

K-301

desulfurized
diesel fraction

Fig. 4. Fragment of a scheme for hydrotreating diesel fuel and hydrodewaxing

Puc. 4. ®parMeHT cxeMbl THIPOOUYHUCTKH JIU3EJILHOTO TOIUINBA
U rupoaenapapuHU3anuu

L

u(z)

ulz)

Technological
section

xit)

Instrumentation
unit

Model

Fig. 5. Fragment of modeling hydrotreating
and hydrodewaxing processes

Puc. 5. ®parmMeHT MOAEIUPOBaHMS TPOLIECCOB IMIIPOOUUCTKHI
U ruApoaenapapuHU3anuu
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Fig. 6. Prediction of the output constituent x, (t) for the corresponding input variables u (t)

Puc. 6. TIporno3 BeIXOHON KOMIIOHEHTBI X, (t) MPHU COOTBETCTBYIOMINX BXOJHBIX EPEMEHHBIX U (t)

The adjustable parameters will be the blur parameters

¢, and c, , which in this case we take equal to 0.5 and

SE 2
0.4, respectively (the values were determined as a result
of numerous experiments in order to reduce the quadratic
error between the output of the object and model). Sample

size s =115. We give the results for the output variable
x4 (¢) — the boiling point is 96 % (fig. 6).

In fig. 6, the “dot” denotes the outputs of the object,
and the “crosses” represent the outputs of the model. For
clarity, the presentation of the results on the graph shows
20 sample points. According to GOST R 51069-97 “Oil
and oil products. Method for determination of density,
relative density and density in degrees by API hydrome-
ter” the accuracy indicators of the method obtained by a
statistical study of interlaboratory test results may deviate,

for x,(¢) the minimum value is 3 °C, as shown in dashed

lines in fig. 6, and the maximum value is 10 °C, as shown
in fig. 6 in solid lines. For each constituent of the object
output, its own deviation limits are approved. Which of
the boundaries to choose, minimum or maximum, are
determined by a technologist. According to the schedule,
we can say that the forecast was quite satisfactory, the
modeling error was §, = 0.04. But it is worth paying at-

tention to the fact that the maximum boundaries of devia-
tions are too wide in all sections of the technological
process, and the process itself must take place at the
minimum boundaries of deviations. The resulting forecast
values sometimes go beyond the minimum boundaries,
but lie within the maximum limits, many factors can in-
fluence this, such as the small size of the training sample,
the inaccuracy of a priori information, random interfer-
ence affecting the process, etc. But well-tuned models
make it possible to increase its accuracy and, in the future,
will help in high-quality process control [20].
Conclusion. The article considers nonparametric algo-
rithms for modeling and controlling a group of objects
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under conditions of both parametric and nonparametric
uncertainty. The creation of groups is determined not only
by the structure of the enterprise, but also by the nature of
the technological process. One feature is emphasized,
which manifests itself in the fact that the driving actions
for each object are the subject of special consideration at
each control step. The paper presents models and algo-
rithms for managing a group of objects, as well as some
local and specially emphasized property of emergence.
Models of multidimensional inertia-free complexes are
presented and, in particular, an example is considered
based on the results of measurements of real data of the
technological combined process of hydrotreating and hy-
drodewaxing of diesel fuel occurring at a refinery.
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