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Tracking objects is a key task of video analytics and computer vision, which has many applications in various fields.
A lot of tracking systems include two stages: detecting objects and tracking changes in the position of objects. At the
first stage, objects of interest are detected in each frame of the video sequence, and at the second, the correspondence
of the detected objects in neighboring frames is assessed. Nevertheless, in difficult conditions of video surveillance, this
task has a number of difficulties associated with changing the illumination of the frame, changing the shape of objects,
for example, when a person is walking, and the task is also complicated in the case of camera movement. The aim of the
work is to develop a method for tracking objects on the basis of deep learning, which allows to track several objects in
the frame, including those in the rough conditions of video surveillance. The paper provides an overview of modern
methods for solving objects tracking tasks, among which the most promising one is deep learning neural networks ap-
plication. The main approach used in this paper is neural networks for detecting regions (R-CNN), which has proven to
be an effective method for solving problems of detection and recognition of objects in images. The proposed algorithm
uses an ensemble containing two deep neural networks to detect objects and to refine the results of classification and
highlight the boundaries of the object. The article evaluates the effectiveness of the developed system using the classical
in the field MOT(Multi-Object tracking) metric for objects tracking based on the known databases available in open
sources. The effectiveness of the proposed system is compared to other well-known works.

Keywords: intelligent systems, deep learning, motion estimation, convolutional network for regions classification
(R-CNN).
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Cnescenue 3a 00beKmMamu 67I5eMcst KIOYesol 3a0ayeli 6UOeOaHAIUMUKU U KOMIbIOMEPHO20 3PEHUsl, KOMOPAsl
uMeem MHOINCECMBO NPUMEHEHUNl 8 pa3iuynblx obnacmsax. borvwuncmeo cucmem caescenust gxnoyarom 6 cebs 08a
amana: obuapydlcenue 00beKmos U OMCIEHCUBAHUe USMEHEHUst NOAodICeHUss 00bexmos. Ha nepeom smane ocywecme-
Jsilemcst 0OHapyicenue 00beKmos UHMepeca 8 KanicooM Kaope Uoeonocied08amenbHOCMuU, d Ha 6MOpPOM GbINOIHAEMC S
OYEHKA COOMBEMCMBUST OOHAPYICEHHBIX 00BLEKMO8 8 cOCeOHUx kaopax. Tem He MeHee 6 CLOJNCHBIX YCI0BUSX 6UOCOHAO-
JII00eHUsT OaHHAsL 3a0a4a umeem psi0 0COOEHHOCMelU, CEA3AHHbIX C USMEHEHUEM OCECWeHHOCMU Kaopd, UMeHeHUeM
Gopmul 00beKmos, Hanpumep npu Xx00boOe YeN08eKa, d MAKICE YCIONCHIEMCSL 8 Cydae O8udiceHus kamepul. Llenvio pa-
bombl A615eMCsl pazpabomKa Memooa CLediCeHus 3a 00beKmamu Ha OCHO8e HEUPOHHbIX cemell 21yO0K020 0byueHus,
KOMOPbILl NO360I51eN OCYWECETIAMb OMCIENHCUBAHUE HECKONbKUX 00BEKNO8 8 Kaope, 8 MOM HYUCTE U 8 CLOICHbIX YCIIO-
susx 8udeoHab00eHus. B pabome evinoinen 0030p cO8PEMEHHBIX Memo008 peueHUs 3a0ay CIedCeHUsl 3a 00beKmamu,
cpeou Komopwvix Haubosee nepcneKmuHbvIM nH00X000M ABIAEMCs UCNONb308aHUe cemell 21yboKko2o 0b6yuenus. OcHOg-
HbIM UCNOIb3YEMbIM HOOX000M 8 OAHHOU CMmamve sGIINCsL HelPOHHble cemu 015 0OHapyicenus pecuonos (R-CNN),
KOmopble nokazanu ceos sphexmugnvim Memooom O pewenust 3a0ay 0OHAPYIICEHUsT U PACNO3HABANUSL 00bEKMO8
Ha uzobpadicenusx. Ilpednodicennvlii aneopumm ucnoIb3yem ancamonb, cooepicauuil 08e 21yOoKue HelpoHHble cemu
01 06HapydHCceHUst 00BLEKMO8 U YMOYHEHUs! Pe3YTbMamos Kiaccugukayuu u evloeienust 2panuy obvekma. B cmamve
BbINOIHEHA OYeHKA d¢hpexmusHocmu pazpabomaHHol CUcCmemsbl ¢ UCHOIb306aHueM Kiaccuueckot mempuku MOT
6 obnacmu ciedcenusi 3a 00bEeKMAMU HA U3BECIHBIX OA3aX OAHHBIX, OOCHYNHBIX 8 OMKPbIMbIX ucmounukax. Ilpogedeno
cpasHerue QPHEKMUBHOCMU NPEONONCEHHOU CUCEMbL C OPY2UMU U36ECIMHbIMU PAOOMAMU.

Kniouesvie cnosa: unmennexmyanvusie cucmemsl, 2nybokoe obyueHue, OYyeHKA OBUNCEHUs, C8EPIMOYHAS Cemb ONis
Kaaccugurayuu pecuoHos.
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Introduction. In recent years, methods of measuring
motion and tracking objects have achieved impressive
results. Works on monitoring the movement of people in
public places, facial recognition methods, suspicious ob-
jects detection and people’s deviant behavior are practical
applications for improving security. Video sequence sta-
bilization methods are also widely used in video analytics
as well as to improve the convenience of operators’ work
with surveillance systems. Stabilization eliminates unin-
tentional video jitter, while preserving directed motions
and camera panning.

Most of the tasks discussed are based on the use of
high-level video sequence analysis, motion estimation,
and object tracking techniques, which require demanding
tasks to detect and track special points in video sequence
frames. The application form proposes to use modern
deep learning technologies to improve quality and reduce
computational and time costs for performing motion esti-
mation and stabilizing video sequences.

Review of publications. Deep neural networks have
proved to be one of the best technologies for solving nu-
merous problems related to digital image processing. The
greatest success was demonstrated by convolutional neu-
ral networks containing from 10 to 300 layers, when solv-
ing image recognition problems [1], semantic analysis of
texts [2] and training with reinforcement [3]. Recent stud-
ies have shown the effectiveness of artificial neural net-
works of complex structures when solving problems of
motion analysis [4; 5] and evaluating optical flow [6; 7],
as well as the possibility of using such technologies to
stabilize video sequences [8]. One known approach used
to detect and track objects is to estimate the visibility in
the frame [9; 10].

This paper examines methods of tracking moving ob-
jects using deep learning approaches. To improve the
quality of the algorithm, a convolutional network is used
to classify regions (R-CNN) and methods for stabilizing
the received video material. Visual tracking of objects is a
classical computer vision task in which the position of the
target is determined in each frame. This area of research
remains in demand due to the large number of practical
tasks based on tracking various objects. The algorithms
used in this field are also improving, and allow to solve
highly complex problems, such as occlusion, changing the
position and shape of objects, people’s appearance, light-
ing and presence of a complex background with various
textures. In this regard, the publications offer a number of
algorithms and approaches aimed at solving various track-
ing problems and improving the overall performance of
object tracking.

Tracking of objects. A typical tracking system con-
sists of two main models, the motion model and the ap-
pearance model. The motion model is used to predict the
target location in the subsequent frame, similarly to the
use of the Kalman filter or particle filter to simulate the
target motion. The motion model can also be simple, for
example including linear motion, on the basis of which
several more complex trajectories are built; and more
complex, which track objects taking with respect to
changes in direction and speed of movement. To speed up
the motion evaluation process, a motion value assumption
is proposed within the search box around the previous
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location of the object. On the other hand, the appearance
model is used to describe the target and check the pre-
dicted location of the target in each frame. Appearance
models can use generative and discriminatory methods. In
generative methods, tracking is performed by searching
for a region most similar to an object. Discriminatory
methods use a classifier that allows to distinguish between
the object and the background. In general, the appearance
model can be updated during system operation, taking
into account required changes to objects. This allows, for
example, to continue tracking a person when turning or
tilting a body.

Traditionally, motion tracking algorithms have used
manually calculated functions based on pixel intensity,
color, and histogram of oriented gradients (HOG) to rep-
resent the target in generative or discriminatory descrip-
tion models. Although they achieve satisfactory perform-
ance under certain conditions, they are not resistant to
major changes in the appearance of objects. Deep training
using Convolution Neural Networks (CNN) has recently
significantly improved the performance of various com-
puter vision applications.

This approach also affected visual tracking of objects
and partially allowed to overcome difficulties and get
better performance compared to the methods used earlier.
In CNN-based tracking systems, the object appearance
model is based on convolutional network training, and the
classifier is used to mark the path on the image as belong-
ing to the object or background. CNN-based systems have
achieved a modern level of efficiency even using simple
off-line motion models without retraining. However, such
systems usually experience high computational loads due
to the large number of possible trajectories of objects dur-
ing the stages of neural network training and objects
tracking.

A promising trend in the field of object tracking is the
tasks associated with the analysis of a large number of
people in a frame (Multi-object tracking (MOT)). This
task has two stages: detecting objects and associating
them in different frames. During the first stage, desired
objects are detected in each frame of the video stream,
where the objects may be different depending on the de-
tector used. The quality of detection directly affects the
performance of the tracking system. The second stage
includes searching for a match between detected objects
in the current frame and the previous one to estimate their
motion paths. The high accuracy of the object detection
system results in fewer missing objects and more stable
trajectories. However, at the same time, excessive retrain-
ing of the detection system can reduce the quality of the
system when changing object parameters. Applying addi-
tional approaches when solving the problem of associat-
ing objects in different frames can improve the quality of
tracking complex objects with changing parameters. The
accuracy of object detection can be increased by using a
convolutional neural network based on deep learning.
Objects are merged based on appearance and improved
motion functions.

R-CNN-based object tracking system. One of the
areas of research is the development of an algorithm that
allows to improve tracking objects accuracy by using a
convolutional network for classifying regions (R-CNN)
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and increasing the speed of the system to close to real
time evaluation. A convolutional network allows to clas-
sify an area as belonging to an object or background, and
at the same time, the characteristic map obtained during
the network operation is also used to perform approximate
localization of objects and allows to reduce the time for
evaluating matches between them.

Practical experiments were conducted applying the
neural network to classify regions, the structure of which
is shown in tab. 1. The main task is to track several types
of objects in a frame: people and cars. Proposed method
includes components of human detection, prediction of
objects position in subsequent frames, association of de-
tected objects and control of selected objects cycle. The

most widely known object detection algorithm is YOLO
[24], which is fast enough to detect several objects in real
time, but has insufficient accuracy, leading to trajectories
fragmentation and complexities with identifying detected
objects.

The basic diagram of the developed system is shown
in fig. 1. With the development of deep learning-based
algorithms, detection of objects in complex conditions has
become much easier. A key component of the algorithm is
a convolutional region detection network (R-CNN).

During the first stage, a region proposal network
(RPN) generates bindings to regions in the image that
have a high probability of an object presence. This proc-
ess is divided into three steps.

Table 1

Convolutional region network parameters

Layer name Filter dimensions Step Number of layer outputs
Conv 1 3x3 1 32x128%x6432x128x64
Conv 2 3x3 1 32x128%x6432x128x64
Max pool 1 3x3 2 32x64x3232x64x%32
Residual block 1 3x3 1 32x64%3232x64%32
Residual block 2 3x3 1 32x64x3232x64%32
Residual block 3 3x3 2 64x32x1664x32x16
Residual block 4 3x3 1 64x32x1664%32x16
Residual block 5 3x3 2 128x16x8128x16%8
Residual block 6 3x3 1 128x16x8128x16%8
Dense layer 1 — 128
Batch norm - 128

Y

T30 0

Convolution network layers

Binary classification: R-CNN

Object / Not an object

Object tracking

Feature map

Object classification
by category

Regions of block
refinement

Fig. 1. The structure of the proposed object tracking system and objects classification

Puc. 1. CtpykTypa npeanoXeHHONH CUCTEMBI I OTCICKUBAHUS U KiacCH(UKALNKI 00BEKTOB
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The first one includes a feature extraction process us-
ing a convolutional neural network. Convolution object
maps are generated on the last layer. The second step uses
the sliding window approach on these object maps to cre-
ate blocks containing objects. The block parameters are
refined in the next step to indicate the presence of objects
in them.

Finally, in the third step, the generated masks are re-
fined using a simpler network that calculates a loss func-
tion for selecting key blocks containing objects. For a
neural network, proposing regions is a necessary step in
extracting convolution functions that are calculated using
the main network.

Pilot studies. Effectiveness of the object tracking al-
gorithm was assessed using more than 10 video sequences
from open databases: KITTI Vision Benchmark Suite
[11], Drones Dataset [12], MOT16 [13], containing more
than 20,000 frames for which the boundaries of objects of
interest were indicated: people and machines. Scenes vary
significantly in terms of background, lighting conditions,
and how the camera moves. The study allows to deter-
mine the accuracy of detecting and tracking moving ob-

jects in accordance with the known metric Clear MOT
(1), showing the ratio of correctly detected pixels in the
image belonging to objects of interest to a known value
(Ground Truth) [14]:

D> (FB+FN,+ID_Sw,)
MOTA =1--* ,

>,
t

where ¢ — the frame number of the video sequence; GT —
a valid value indicating the number of pixels containing
the object of interest; FP and FN are false positive and
false negative detectors respectively; ID_Sw is the thresh-
old for changing object identity due to complex trajecto-
ries and noise during observation.

Tab. 2 shows the main results of object tracking sys-
tem operation on various video sequences, as well as the
scene parameters. Fig. 2 shows examples of object track-
ing.

Tab. 3 presents the assessment of the basic object
tracking system quality parameters in comparison with
other modern systems.

Table 2
Tracking system efficiency assessment
Video sequence name Resolution FPS Number of frames Camera motion MOTA
MOT16 07 [13] 1920x1080 30 500 Y 64.1
DJI 0574 [12] 3840x2160 60 960 Y 78.5
Bluemlisalphutte Flyover [12] 1280x720 60 990 Y 75.8
Berghouse Leopard Jog [12] 1280%720 30 1110 N 63.2
Kitty 0016 [11] 1920x1080 30 509 Y 58.1
Kitty 0018 [11] 1920x1080 60 179 Y 61.4
Kitty 0024 [11] 1920x1080 30 315 N 63.7

Kitty 0016.mp4

0002

Kitty 0018 . mp4

0065

Leopard Jog.mp4

Jrones Berghouse

Fig. 2. Object racking examples of testing videos

Kitty 0024 .mp4

Puc. 2. HpI/IMepBI OTCJICKUBAHUS 00BEKTOB TECTOBBIX BHHCOHOCHCHOB&TCHBHOCTCﬁ

Table 3
Assessment of different object tracking systems efficiency
MOTA MOTP FP FN Runtime
KNDT 68.2 79.4 11,479 45.605 0.7 Hz
POI 66.1 79.5 5061 55.914 10 Hz
SORT 59.8 79.6 8698 63.245 60 Hz
Deep Sort 614 79.1 12.852 56.668 40 Hz
Proposed system 60.8 79.8 3855 37.45 42 Hz
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Conclusion. As a result, the system has been devel-
oped to track various objects for video surveillance
and video analytics. Features of the algorithm are pseudo-
real speed: 25-35 frames per second at the resolution
of 1920 x 1080, as well as high quality of object tracking,
which is associated with the use of the neural network
to clarify the detected regions. To improve operator con-
venience and video analysis system quality, the system
includes video sequence stabilization techniques that im-
prove both real-time video and existing video by eliminat-
ing unintentional jitter.
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